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FOREWORD

This monograph provides a review of the state of the art of modeling the important
processes of the transport of mass, momentum, and energy through the lower atmosphere
from the personal perspective of one involved in turbulent transport modeling. No
historical perspective of the vast literature published on this subject is attempted. Much of
our understanding of atmospheric boundary-layer processes has come from careful
observation. For a review of observational methods and programs, the reader is referred to
the recent monograph by McBean, et al. (1979). The monograph also provides a very useful
review of atmospheric-boundary-layer models. I use this fact, plus the existence of the
books by Brown (1974), Plate (1971), Wipperman (1973), Longhetto (1980), and the AMS
workshop proceedings edited by Haugen (1973) and by Wyngaard (1980), as justification
for further specialization of this review to deal specifically with models having a basic
theoretical foundation in turbulent transport modeling. Data and the results of other types
of models will only be included herein to the extent that I feel they help to place the results
of turbulent transport modeling in perspective.

The goal of this monograph is to describe the approach of turbulent transport
modeling to low-level atmospheric dynamics in sufficient detail to permit a researcher to
follow this route, to review the status of our current understanding of boundary-layer
meteorology, and to describe some of the applications where turbulent transport modeling
can be expected to have an important impact in the near future.

I wish to thank AGARD for this opportunity to organize my thoughts on modeling
low-level atmospheric turbuience, and to acknowledge the following US Government
Agencies; the Naval Air Systems Command, the Office of Naval Research, the Nuclear
Regulatory Commission, the Environmental Protection Agency, and the National
Aeronautics and Space Administration; and the Electric Power Research Institute for their
original support of my personal work and that of my A.R.A.P. colleagues in this area over
the past few years. Naturally, most of the examples covered in detail in this review are
based on this work. I apologize to other boundary-layer modelers for not having worked
harder to cover their work to the same depth.
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Modeling the Lowest 1 Km of the Atmosphere

W.S. Lewellen
Aeronautical Research Associates of Princeton, Inc.
50 Washington Road, P.0. Box 2229
Princeton, New Jersey 08540

ABSTRACT

Y The interdependence between the turbulent transport of mass,
momentum, and energy through the lower levels of the atmosphere, and the
distribution of wind, temperature, and species within this layer are
reviewed. Particular emphasis is placed on models, either analytical or
numerical, which have a basic theoretical foundation in turbulent !
transport modeling. The results of example model solutions are used to
discuss such micrometeorological problems as: wind shear and turbulence
around airports; the prediction of low-level clouds and fog; the
dispersion of industrial pollutants; the interaction of electromagnetic
radiation with turbulent fluctuations in humidity and temperature; and
the evolution of organized features within the boundary layetj71

NOMENCLATURE

A Model coefficient, see Eqs. (2.3.12 and 2.3.13) .
b Model coefficient, see Eq. (2.3.15)
C Mean species concentration
[ Species fluctuation
Cp Specific heat at constant pressure ;
d Proportionality factor in Eq. 6.1.10
Fi General force vector per unit mass ?
F¥, F~ Upward and downward thermal radiation fluxes
f Coriolis parameter due to earth's rotation
g Gravitational acceleration
H Mean value of mixing ratio of water to air
h Fluctuation of water mixing ratio
Hg, hg Mean and fluctuating value of liquid water mixing ratio
Hg, he Mean and fluctuating value of saturated water mixing ratio
Hy, hy Mean and fluctuating value of water vapor mixing ratio
He Measure of the surface moisture flux, wh/Us

, He Height of vegetation canopy .
k Thermal conductivity

1 ke Species diffusivity

K,Ky Effective eddy thermal diffusivity
Kg Effective eddy diffusivity for moisture
Kg, Kg Coefficients in the moist air model, see Eqs. (4.4.6 and 4.4.7)

Monin-Obukhov length
L Eddy viscosity length scale, see Eq. (2.3.1)
£ Latent heat of vaporization
M Baroclinic parameter, see £Eq. (4.2.4)
P Mean pressure
p Pressure fluctuation
Q Heat source per unit mass
Q Species source per unit mass

O ac

q Root-mean square velocity fluctuation
R Universal gas constant
Ri Richardson number
Ry Gas constant for water vapor
Ro Rossby number
r Radius
r Radius at which maximum swirl occurs
s Model coefficient in the dissipation of temperature variance
To Referenced background absolute temperature
t Time
£{[ , Uys Ujs Uy Mean velocity components
Ui, Ui, Uy Fluctuating velocity components
A Y
v
\
— — Y i j“ L N . o L "




QAT C R > > R

gz pg288

< <

€

Geostrophic wind

Friction velocity

Mean longitudinal velocity

Fluctuating longitudinal velocity

Mean transverse velocity

Fluctuating transverse velocity

Mean vertical velocity

Fluctuating vertical velocity

Characteristic velocity for free convection
Horizontal coordinates

Vertical coordinate

Height of mixed layer

Surface roughness height

Angle between the roll axis and the geostrophic wind
Volummetric expansion of fluid per unit increase in temperature
Radiation diffusivity factor

Logarithmic derivative of the saturation mixing ratio with respect to temperature
Derivative of the saturation curve with respect to vg, Or direction of the geostrophic wind shear

Temperature lapse rate

Boundary layer thickness

Kronecker delta

Rate of dissipation of turbulent kinetic energy
Alternating tensor

Mean potential temperature

Potential temperature fluctuation

Liquid potential temperature, see Eq. (4.4.1)

Moist static energy, see Eq. (4.4.2)

Virtual potential temperature, see Eq. (4.4.3)

- Wo/Us

Von Karman's constant

Turbulent macroscale

Wavelength of longitudinal vortex roll

Stability parameter = Uy/fL

Kinematic viscosity

Density

Radiation source function

Stefan-Boltzmann constant

Spread of a plume as defined in Eq. (6.6.1)

Root mean square variation of longitudinal wind velocity
Root mean square variation of transverse wind velocity
Root mean square variation of vertical wind velocity
Root mean square variation of the potential temperature
Radiation transmission function

Particle relaxation time

Dimensionless wind shear in the surface layer
Dimensionless temperature gradient in the surface layer
Stream function

Earth's rotation

Frequency of pressure changes imposed on the boundary layer




I. Introduction

The processes of the transport of mass, momentum and energy through the lower atmosphere are of
extreme importance to a large nunber of man's activities. Perhaps the most basic necessity of life for
any species is the requirement of providing some means of energy flow through the individual members of
that species. A majority of the species of life on earth depend upon motions in the lower levels of the
atmosphere to provide for at least some part of either the input to the individual or the disposal of
waste from it. This observation remains true for a majority of the machines invented by man. Thus, some
model of motions in this part of the atmosphere is of interest to a variety of disciplines.

As a result of the widespread interest, a vast amount of literature has been published on this
subject. No attempt will be made to review, even a reasonable sampling of this literature. Rather, we
start by recognizing that it is the small scale turbulent motions which generally play the dominant role
in interchanging mass, momentum, or energy between a surface and the air above or around it. The central
problem has been to develop a viable means of modeling turbulent transport. Oue to the wide range of
scales involved, there is no rigorous, theoretical solution for turbulent flow. Turbulent transport
models are a blend of scaling based on the physical conservation laws and empiricism. Also, it appears
that the modeler frequently needs to apply a little art to cover the holes in the science.

The governing conservation equations for the turbulent transport of mass, momentum, and energy will
be discussed and the turbulence closure problem reviewed. Emphasis is placed on second-order closure
model ing, because | believe that this provides a firm physical framework for extending the empirical
information gained from select experiments to much more general problems. While it is true that much,
perhaps even most, of our present understanding of dynamics in the atmospheric boundary layer has come
from simpler scaling laws applied to reliable field data, I believe that second-order closure has in
recent years demonstrated that it will have a major impact on solving those problems where the turbulent
fluxes or turbulent variances are the quantities of most interest. A rough review of the scales of the
boundary-layer thickness over which the strongest interaction between the surface and the atmosphere occur
is also given in Chapter 2. This monograph is entitled "Modeling the Lowest 1 Km of the Atmosphere", to
emphasize that this is the region of most concern to us. However, the scaling analysis in the next
chapter makes it evident that the turbulent boundary layer generated from the surface may exceed 1 Km in
thickness under certain conditions and be much less than 1 Km under other conditions. In fact, under the
conditions most often occurring in nature, there may be a number of layers governed by different dynamical
behaviors superimposed at any one time. In discussing these idealized layers, we will deal with the
complete layer, but keep in mind that we are most interested in that portion of the layer which falls
within 1 Km height.

Next, we look in detail at some of the separate balances which can permit ideal similarity laws to
exist in at least a portion of the lowest 1 Km altitude. The first of these is the surface layer which
may only extend up a few meters or as much as a few hundred meters. It is these surface-layer,
Monin-Qbukhov, similarity laws which provide the most reliable information in current widespread use in
micrometeorology. The assumptions necessary for validity of the surface layer functions are often
fulfilled. This is not so often true of the other ideally similar layers. However, they do form a basis
for our understanding the different types of dynamics which the lower atmosphere will support. In
particular, they clearly show the role of the coriolis force in turning the wind vector through a
significant angle within this height domain, the role of heat transfer between the surface and the
atmosphere in either amplifying or damping the turbulence generated by the moving wind over the stationary
surface, and the role of the structure of the surface canopy in defining the detailed interaction between
the surface and the atmosphere. From these ideal similarity laws it is clear that, not only do the wind,
temperature, and species control the interchange of mass, momentum, and energy between the surface and
atmosphere, but it is just as valid to view the surface fluxes of mass (in the form of water vapor),
momentum, and energy as predominantly controlling the motions of the atmosphere in the lowest 1 Km. These
similarity laws have formed the basis for most of the currently used engineeriny methods for estimating
such things as: the surface drag, the angle the wind at the surface departs from the direction of the
wind at the top of the boundary layer, wind shear within this layer, surface heat transfer, and water
evaporation from the surface.

In the real worid, the interaction of turbulent transfer with other physical mechanisms modifies the
limiting similarity solutions. Typical time variations of the surface heat transfer caused by the diurnal
solar radiation delivered to the land drive the boundary layer between the strongly stable nocturnal layer
and the -bu~yantly driven, well-mixed layer of the afternoon. A strong hysteresis effect exists with the
morning “neutral” boundary layer quite distinct from the evening “neutral" layer. Other effects, such as
small horizontal variations in temperature, of the order of 1°C per 100 Km, lead to important baroclinic
gradients in the wind. Example calculations showing the influence of typical unsteady and spatial
variability demonstrate that the steady state, spatially homogeneous, neutral planetary boundary layer
seldom comes close to being realized in nature.

The lowest 1 Km of the atmosphere plays a key role in controlling the cycling of water through the
atmosphere. On a global average basis, the turbulent transport of water vapor through this atmospheric
layer must balance the average precipitation of liquid water, about 1 m per year (Coantic, 1973). wWhile
it is the small scale turbulent eddies which drive the transport of water vapor through the boundary
layer, it is the release of latent energy transported with the water vapor which is responsible for
fueling most of the larger scale atmospheric motions. These larger, synoptic scale meteorological motions
are not analyzed herein, but instead are treated as boundary conditions at the top of the boundary layer.
Latent energy release within the boundary layer in the form of low-level clouds or fog also directly
affects the structure of the wind and temperature in this layer.

An indirect, but often even stronger, influence of condensed water vapor in the boundary layer is its
interaction with thermal radiation. On the global scale, the energy to drive the atmosphere ultimately
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traces back to the sun, with thermal radiation the principal mode of energy transfer through the
atmosphere. Under clear conditions, the relative transparency of the atmosphere allows this radiant
energy to pass through the lowest 1 Km without significant interaction. However, the presence of
condensed water droplets in the air greatly reduces thermal radiation absorption depths and permits a
strong interaction between turbulent transport and thermal radiation. Thus, the influence of thermal
lf:adiation must be incorporated in any boundary-layer model which seeks to simulate low-level cloudiness or
0g.

The vertical variations normal to the surface are generally of most concern in modeling fluaes
between the surface and the atmosphere, but the boundary layer contains a rich variety of
three-dimensional flow features which are of increasing interest. In simulating the boundary layer it is
necessary to decide when to seek to resolve particular features rather than to ensemble average over them
as part of the turbulence. Chapter 5 considers a number of particular features involving two-dimensional
symetry, either planar or axisymmetric. Simulations of these features are computed by incorporating the
boundary conditions for this particular 2-D feature into the boundary conditions for the mean variable
while representing the smaller scale three-dimensional eddies with the turbulence closure modeling. The
features simulated vary from a simple step change in surface roughness conditions, to the most violent
eddy which occurs in nature, the tornado.

The simulation of the common longitudinal roll vortices which extend the full height of the boundary
layer provide an opportunity to examine the relative contributions of the smaller scale random turbulence
and the organized large scale rolls. Both play an important role in transporting mass, momentum, and
energy through the lowest 1 Km of the atmosphere.

In particular engineering applications, it is generally desirable to work with the simplest mode)
which provides a reliable answer to the question at hand. In Chapter 6, several particular applications
are discussed which provide examples where the turbulent fluxes and variances are the quantities of most
concern. This provides a sampling of areas where the relatively complex turbulent transport modeling
reviewed herein is currently making contributions to engineering probiems. The list is not intended to be
all inclusive, rather an attempt was made to describe each individual application in sufficient detail to
make it useful to the interested reader.




I1. Model Formulation

2.1. Basic Equations

The basic equations governing the transport of mass, momentum, and energy in the atmospheric boundary
layer have been well known for some time. They may be written as:

3y,

Mass continuity: = 0 (2.1.1)
IX§
3y y 19 ? EL]

Momentum: =i, Uj i R .2 + Fj + — fad § (2.1.2)
at ax; P Xj BxJ' 3XJ
30 39 ] 0

Energ,y: —_— UJ —_— 2 e fk—— + Qs (2.1.3)
at ax; axj axj

. aC 10 ] aC

Species: — 4+t Uj— = — (kg + Q (2.1.4)

at axj axj 3xj

The incompressible form of the continuity equation is appropriate for the atmosphere as long as we
restrict attention to velocities much less than the speed of sound and to shallow convection, i.e.,
vertical motions which extend for a height much less than the scale height of the atmosphere. The most
important effects of density changes in the boundary layer are those resulting in combination with gravity
acceleration as first pointed out by Boussinesq (1903). This buoyant force term and the coriolis body
force due to the earth’s rotation are the primary terms which will be used in Fj. The source terms Q, and
Q. in the energy and species equations will generally be zero except for that due to thermal radigtion
ffux divergence in Q4.

The temperature variable is chosen as the potential temperature
- - + 2 ole
‘] T Iref g (2.1.5)

s0 that the temperature changes experienced by adiabatic expansion or compression accompanying vertical
motions will be automatically incorporated.

The primary difficulty with Eqs. {(2.1.1 . 2,1.4) is that although these equations may be solved
rather straightforwardly with today's computing resources for simple boundary conditions, the large range
of scales involved in the motions of the atmospheric boundary layer prohibits a complete detailed
solution. Atmospheric motions range from small disstpative eddies, as small as 10-3 meters, to the
synoptic weather features of order 106 meters. It appears essential to average over, at least, the lower
end of this spectrum of scales. These smallest scale motions tend to be random in character and thus most
susceptible to statistical analyses.

When £qs. (2.1.1 - 2.1.4) are averaged over an ensemble of realizations the equations may be written

as:
Wy
Mass continuity: _ = g {2.1.6)
3x1
U L] TP ? ] 1 o
i i 19 i
Momentum: —_— _— % - — —1 e = — - - . .
w "N CTRRE™ (v ax-l') ooy P90 G0) - Zeygid
(2.1.7)
% 30 ;e ? 30
Energy: —+u—.--—-L+_ —_— 2.1.
d at g ax; axj( 3Xj) * Qe (2.1.8)

aC ¢ ausT ? aC
Species: - Yy == = . e’ (‘c --) + Q¢ (2.1.9)




The dependent variables in Eqs. (2.1.6 - 2.1.9) have been split into an ensemble mean value, denoted by
capitalization, representing the scales of motion to be resolved, and a fluctuating value, denoted by
lower case symbols, representing the unresolved motions.

The price for averaging Eqs. (2.1.1 - 2.1.4) to reduce the range of scales to be resolved is high.
Equations (2.1.6 -~ 2.1.9) do not form a complete set u7til the second-order correlations, Ujuj, Ujo, and
ujc and ujc, can be determined or related to the mean variables. This is the central closure “problem of
turbulent transport theory. The larger the scales of motion included in the unresolved averages, the more
sensitive the task of correctly relating the second-order correlations to the resolved flow field. On the
other hand, the smaller the scales of motion included within the resolved motion, the more difficult the
task of solving for this mean motion. The choice of the break between the resolved and unresolved scales
calls for a compromise dictated by the particular application.

A closure scheme with general validity is highly desirable. A method of incorporating additional
physical conservation relationships into the closure scheme is to begin with the equations for uju;, ujv,
and uyc derived from Eqs. (2.1.1 - 2.1.4). With the aid of Eqs. (2.1.6 - 2.1.9) and a fair amount of
algebraic manipulation, these may be written as:

duju; dujuj — — W4 — —_ —_— —
—;'1 + Uka—xkl = - uiuka—x: - ujug E’ + B gjujb + pgjuiy - 2ejpe dpuguy - 2ejgy Mg uguj
o uj ap uj ap %uju; uj auj
-— (ujyy) - = — - L4 Ll .~ (2.1.10)
3Xk [} axJ- [} axi ka axk axk
auge auje —_— 3 ___ U4 _
prvalidl Rl T Rl iy B9i07 - 2eqjk i Uk®
J J J
U1U0 rYm Y I
dujuje 8 L3 . ks (2.1.11)
ax; p 3X§ ax? ax3
aujc auic o€ — _
—a-t_ + Uj—ax—- = - uiuj-;(-" - ch;(-' + Bgjcy - 2ejjk 45 Uk
J J J
ujuic ¢ 2 a2y; aZc ]
Bt o A Al ST (2.1.12)
an [ 3Xi ng 3X§

As proposed by Lilly (1969) and ODonaldson (1972, 1973), the physical constraints inherent within
Egs. (2.1.10 - 2.1.12) can provide strong guidelines for modeling turbulent transport in the atmosphere
assuming the terms involving higher-order correlations can be represented in a consistent manner. A
variety of models have been presented by researchers for closing the equations at this second order.
Before proceeding to some of these models, let us discuss the scaling inherent in Egs. (2.1.10 - 2.1.12)
in order to outline the dependency of the boundary-layer thickness on the pertinent variables.

2.2. Approximate Scaling Relationships

when characteristic lengths L and &, and characteristic velocities V and W are introduced for the
horizontal and vertical components respectively, mass continuity, Eq. (2.1.6) shows that

W o= o(f v) (2.2.1)

The further introduction of F for the characteristic body force, q for the characteristic turbulence
velocity, and t for the characteristic time, permits the momentum eguation, Eq. (2.1.7), to be scaled as

- =<

w o, ' ,
+ T O(F + 6) (2.2.2)

To help interpret this equation, it is advantageous to add the Reynolds stress equation, Eq. (2.1.10)
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A characteristic length A for the turbulence has been introduced into Eq. (2.2.3). It is reasonable to
expect A to be some fraction of &.

Equations (2.2.2) and (2.2.3) lead to a number of different possibilities. First, if the flow is
steady and horizontally homogeneous, i.e., both z and L + =, then from £q. (2.2.2)

5 ~ BFE (2.2.4)

and from Eq. (2.2.3)

¢ ~ N, HA (2.2.5)
§ q

If coriolis body forces are considered then F ~ fV, and thus
2
AV Y )0,
5 ~ (6) ! (2.2.6)

For typical vaiues of (A/8) ~ 0.1, V ~ 10 m/sec, f ~ 10-%sec”!, this leads to & ~1 Km for the scale of
the planetary boundary layer (PBL) under steady state, constant density, spatially homogeneous conditions.
These ideal conditions seldom apply in the atmosphere.

Unsteady variations in F may be expected to reduce 6. For example, if the geostrophic wind is
assumed to have a periodic variation with frequency w, then the time scale should scale with w ! and
Eq. (2.2.6) may be modified to

- )

Thus the boundary layer associated with mesoscale features with time scales less than = 3 hours, such as
convective storms, should be expected to be thinner than the normal steady state values.

Small differences in air density also play a very important role through F, or F. If F, is taken to
be order gas/T, while F remains order fV, then it appears possible to have

§ ~ fy? (3%")1 (2.2.8)

It will be seen in Section 3.4 that this is appropriate for an equilibrium layer stabilized by negative
buoyancy. In practice, this limit also appears to be only rarely reached. Instead, it is possible for
Eq. (2.2.3) to balance on a shorter time scale than f-1. In the stabilizing case, the boundary layer
thickness determined by a balance of the 3 terms on the right-hand side of Eq. (2.2.3) is

V2To
gas

s ~ A (2.2.9)
§

In the unstable case, the last two terms in £q. (2.2.3) attempt to balance, but if the lapse rate, av/dz,
remains negative, the turbulence will continue to grow unbounded. Under these conditions, Eq. (2.2.3) may
be interpreted as only ylelding the scale of g2 for any §,

@ ~ 3?—“- (2.2.10)
0

with 6 growing compatibly with the mean potential temperature equation, Eq. (2.1.8), or more frequently
1imited by a capping stable temperature lapse rate.

When £q. (2.2.9) is interpreted in terms of lapse rate, Y = 38/3z, then
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5 ~ (ﬁ T—°) v (2.2.11)
s gv

Relatively small stable lapse rates {2 10-3°C/m) lead Eq. (2.2.11) to yield values of & much lower than
those obtained from Eq. (2.2.6). Under 1light wing conditions (~ 1 m/sec) and strong lapse rates
(~ 10~3°C/m), as may be set up in the early morning hours after a clear night of surface radiational
cooling, § can be as small as ~ 10 meters.

Spatial homogeneity, although still infrequent, is more readily obtained. It requires that

L v2 5\*
s > (A) 100 (2.2.12)

There are many places on earth where the surface is relatively homogeneous over distances of the order of
100 Km. A frequent obstruction to spatial homogeneity comes not from the surface roughness boundary
conditions, but from thermal boundary conditions. Horizontal temperature gradients of the order of 1°C
per 100 Km, or larger, lead to vertical variations in the pressure gradient driving the PBL which can
significantly influence the flow. Likewise, horizontal variations in the free stream wind of the order of
1 m/sec per 100 Km which lead to horizontal divergence of the order of 10-5sec-! lead to vertical
velocities of the order of 1 cm/sec at the top of the boundary layer. Although seemingly small, these
vertical velocities are sufficiently large to have significant effects on the vertical gradients of
velocity, temperature, and humidity at the top of the boundary layer.

As a way of summarizing the boundary layer scaling, it is possible to combine the previous equations
in an approximate fashion and write

(a/6)2V
~ 2.2.13
8 [f +o+ (0/8)3/2 (gy/T)1/2 + /L] ( )

Whichever of the frequencies is largest; the coriolis f, the unsteadiness in the geostrophic winds w, the
frequency of the stable oscillations, (A/6)3/2(vg/To)172, related to the Brunt-vaisala frequency, or the
frequency associated with the spatial inhomogeneity, V/L, will control the boundary layer thickness. If
the density stratification is locally unstable, then & will increase until it is capped by a stable layer.
Although the largest frequency may be expected to contro) the thickness over which the strongest
adjustments between surface and free stream conditions occur, in nature we can expect these thin
«l!djustment layers to coexist in the form of young shallow boundary layers occurring within older deeper
ayers.

2.3.  Turbulence Closure

A complete review of the various approximations used by different researchers to close the set of
equations given in Section 2.1 is beyond the scope of this monograph. Some reviews of this subject
appearing in the literature are those by Mellor and Herring (1973), Reynolds (1976), Lewellen (1977),
Lumley (1979, 1980), Launder, et al. (1975), and Zeman (1981). [t currently remains an area of active
research. What I will attempt to do is provide a flavor of some of the different approaches and
compromises being pursued and provide some guide posts to the literature for the reader who wishes to
delve more deeply into this subject.

The basic compromise which must be made is between complexity to incorporate as true a representation
of the physics tinherent in Eqs. (2.1.10 - 2.1.11) as possible and simplicity to make model calculations
possible for more problems of interest. It is, of course, not possible to equate complexity with physical
rigor, but it does appear fairly universally true that practical models require a liberal use of judicious
simplifying assumptions. The simplest models we wish to consider here are those that, at least, make some
use of the physics involved in the Reynolds stress equations in parameterizing the flux relationships used
to close the mean equations.

A table covering the wide variety of mixing length models that have been applied to the PBL problem
is given in McBean, et al. (1979). The most popular of these involves formnulae of the type
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where 2(z/8) and f(Ri = (8gae/az])/[(au/az)% + (aV¥/32)2]} are analytical fits to semi-empirical
parameterizations. The conditions necessary for such a form to be consistent with Eq. (2.1.10) are
interesting. First, it requires assuming the turbulence to be in local equilibrium so that the left hand
side of the equation as well as the diffusion contributions of the higher-order terms on the right hand
side are negligible. Second, it requires assuming an expansion about isotropic turbulent conditions. In
spite of the fact that these two assumptions are somewhat contradictory, judicious choices of & and f can
permit this formnuiatfon to Tead to useful results for many problems.




At the other end of the spectrum are the models (e.g., Andre, et al., 1976; Lumley, Zeman, and
Siess, 1978) which carry the closure to third order to more correctly model the third-order terms
appearing in Eq. (2.1.10). Such an approach should be expected to yield improvements in the dynamics of
the turbulence, particularly 1in the representation of the third-order turbulent correlations. Our
approach here is to describe a compromise which imposes a relatively simple closure approximation to allow
Egs. (2.1.10 - 2.1.12) to be carried. With this choice, we expect the computational results for the
appropriate second-order correlations to approximate the observations of such quantities as the Reynolds
stress, the heat flux, species flux and/or temperature variance for which we seek an engineering answer.
We do not expect all the third-order correlations to be very well represented. With this compromise in
mind, let us look at simple models for the higher terms in Eqs. (2.1.10 - 2.1.12).

The terms which must be modeled may be grouped as dissipation terms:

3uj auj 39 29 c ¢ 32u4 329 a2u§ adc
Zv——‘—l, ZK_O_——’ KCL._a— 9 2‘ + Kui——z‘ ; + C‘__z (2.3.2}
axk 3xk axk axk axk axk QXJ XJ axJ BXJ

9
- - -— (2.3.3)
and third-order correlations:
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Lumley (1979) views second-order-closure modeling as assuming that the length and time scales of the
turbulence are small relative to the length and time scales characterizing the distributions of the mean
quantities; i.e., that the flowfield is quasisteady and quasihomogeneous. Although this assumption
permits the development of a consistent expansion procedure, it imposes a limitation which does not appear
to be either necessary or desirable. It is exactly those situations where the length and time scales of
both the turbulence and the mean flow are of the same order where first-order closure is most seriously in
ervor and thus for which we look most urgently to second-order modeling for help. Since the limitation is
only imposed if it is introduced as part of the technique for chosing the modeled terms, it seems to
provide strong motivation not to rely too heavily on this otherwise elegant expansion procedure for
determining model coefficients.

Dissipation terms. The dissipation terms measure the effect of molecular smoothing on the structure
of the turbulent correlations. Even in high-Reynolds-number flow, we expect viscous dissipation to be the
major loss mechanism for turbulent kinetic energy. Owing to the nonlinear terms in the Navier-Stokes
equation, a reduction in viscosity is compensated by a reduction in scale of the smallest eddies in the
flow. The dissipation eddies are much smaller than the eddies that receive their energy directly from the
mean flow when the Reynolds number is large, and one may assume that they aro statistically independent of
the mean-flow geometry. *

Just as the end of the cascade contains no information on the scale of the large eddies, the breakup
rate of the large eddies should be independent of v. Therefore, for high Reynolds number, it appears
dimensionally correct to have

(2.3.5)

where q is the root-mean-square value of thc total velocity fluctuation and A is a macroscale of the
eddies. This corresponds to taking the Taylor microscale A proportional to A/(a + bga/v)1/2, where a and
b are constants, as suggested by Rotta (1951). Since the viscous dissipation process is an isotropic
process, most investigators model the dissipation terms as an isotropic term, i.e.,
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An additional anisotropic term seems appropriate when low Reynolds numbers are permitted (Lewellen, 1977),
::t since the Reynolds number in the atmospheric boundary layer is almost always large, we will neglect it
re.




The corresponding models for eg and € are
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where Ay and A, need not equal A.

Several investigators prefer to calculate e from a dynamic equation obtained by modeling its
governing equation. This will be discussed later in connection with the scale equation since, through
Eq. (2.3.5), it is equivalent to an equation for A.

Pressure Correlations. The correlations involving pressure fluctuations redistribute the turbulent
energy produced by the production terms. This can perhaps be seen more readily by rewriting the
velocity-pressure correlation as
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Since the flow is incompressible, there will_be no contribution from the last term in Eq. (2.3.7) to the
kinetic energy of the turbulence, q2/2 = ujuj/2. It contributes only to a redistribution of energy
between the Reynolds stresses. A volume integral of the first two terms on the right-hand side of
Eq. (2.3.7) over any finite region of turbulence bounded by laminar flow will yield zero. Thus these two
terms tend to contribute to a spatial redistribution, i.e., are diffusion terms.

All investigators appear to follow Rotta (1951) in modeling at least one contribution of the pressure
;:orrelation as a return-to-isotropy term proportional to the extent to which the flow is anisotropic,
.e.,
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The term in parentheses, the departure from isotropy, provides the correct tensor symmetry and q/4
provides the correct dimensionality. Donaldson (1972, 1973) adds to this a spatial diffusion term with
proper symmetry and dimensionality to represent the first two terms on the right-hand side of Eq. (2.3.7).

Caq [ q2 3 aru“j 3 ?\IT{
LE ¥ B ~== ujuj =~ 835 7+ C, 1 — laa . + —|qa k (2.3.9)
A 3 IX§ axg Xy Xk

Most investigators add terms simulating the gressure contributions in the interactions between mean shear
and turbulence, and between buoyancy and turbulence. As given by Zeman (1981) these are
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where
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The coefficients in Eq. (2.3.10) were determined by matching to so-called rapid-distortion calculations
involving a linear expansion around an isotropic state. Unfortunately this model is inconsistent with the
majority of boundary-layer data (Zeman, 1981) and various authors have altered the constants in some way
to achieve agreement with the data of most interest to them. Lumley (1979) argues that the basic problem
is that the constant C3, in Eq. (2.3.8) is really a function of bjj bjj. Another approach for boundary
layer flows is to add near-surface corrective functions re resenting the contribution of the surface
effect on fluctuating pressure terms (Gibson and Launder, 1978?.

It is not surprising that these pressure terms show a lot of variation for different flows, since
these pressure terms involve spatial integrals over the domain of the pressure variation. Their
parameterization in terms of local properties of the mean flow variables and second order turbulent
correlations must allow for the complete myriad of turbulent structures possible. No “standard
treatments for these terms are available at present. Several of the calculations exemplified in the later
chapters will invelve setting the terms in Eqs. (2.3.10 - 2.3.11) to zero following Lewellen (1977) and
Andre, et al. (1978). Such a model involves a compromise between known deficiencies in certain limits and
the snnthity of allowing the model to remain invariant over a wide range of applications. Also the
combination of the simple forms, Eqs. (2.3.6 and 2.3.8) can be'shown to_provide a model which always
satisfies the realizability relations [ugug > 0 for u = 8, uqug? < Uugug U ug, and let |ugug| > 0]
(Schumann, 1977), while the more complex forms do not always satisfy ghese conditions.

If only the leading return-to-isotropy term is retained the corresponding temperature and species
pressure terms may be modeled as
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Third-Order Velocity Correlations. These terms represent a process by which the turbulent
correlation is transferred from one part of the flow to another without any net production or loss. This
can be demonstrated, as it was for the pressure diffusion term of Eq. (2.3.7), by integration over a
finite volume. When the volume is bounded by either laminar or by homogeneous isotropic flow, the
integral will vanish, The most popular modeling of this transport term is as gradient diffusion, although
Bradshaw (1972) has suggested that it could well be algebraic.

A number of different gradient diffusion forms have been used as a model for this term.
Donaldson (1972) proposed a form that satisfies the tensor symmetry of ugujuj with a scalar diffusion
coefficient.
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Hanjalic and Launder (1972) used a form with tensorial diffusivity
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They obtained this form by a “firm pruning" of the exact equation for uiui. Others have included more
information from the third order equations as reviewed by Zeman (1981}. ndre, et al. (1978) carries 21
rate equations for third order correlations in their simulation of the atmospheric boundary layer.

The simplest possible form for all of the diffusion terms in £q. {2.3.4) is given by
3 3 3
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Although this form satisfies the tensor symmetry of Dyj, it does not satisfy the symmetry of uyujuj
itself.

Modeled Equations. Our philosophy is to first attempt calculations with the simplest possible
second-order c‘losure models. We choose to use Eq. (2.3.6) for the dissipation term, £q. (2.3.8) for the
pressure-velocity interaction, and the pressure contribution to diffusion fncorporated with the velocity
diffusion for one diffusion term like €q. (2.3.14):
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In this restatement of the modeled terms, C, has been set equal to unity by using Eq. (2.3.8) to define
the macroscale A. The other coefficients have been assigned the symbols given by Lewellen (1977),

when similar terms are used 1fin the heat-flux, species-flux, temperature-variance, and
species-variance equations, the modeled set of second-order correlation equations may be written as
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This set provides the minimum requirements of any second-order closure. The combination of terms in each
of these equations provides a destruction term for each correlation which allows an equilibrium value to
be reached in a time long compared with A/q, and a diffusion term which prevents any excessively sharp
gradients from occurring. Rather than use models with a large number of coefficients that are finely
adjusted to fit a few particular flows, we choose to work with a relatively small number. The appropriate
values of the coefficients as evaluated by Lewellen (1977) are b = 0.125, A = 0.75, s = 1.8, and v¢ = 0.3.
Results from other varjations of the second-order closure set will be referred to in relation to
particular applications.

Scale Determination. To complete closure, it {s necessary to provide some means for determining the
turbuTent scales a, Ag, and Ac, involved in the modeled terms. This is approached in different ways by
various investigators. It may be specified empirically based on the gross features of the particular flow
geometry; or it may be predicted from a semiempirically modeled, dynamic differential equation. Each of
these approaches has some advantages and disadvantages.

The macroscale A is defined by Eqs. (2.3.15 - 2.3.17). It is expected to be related to the integral
scale but, owing to our choice of normalization, not equal to it. It is also related to the mixing length
used in first order closure models. As such, there is empirical information that can be used in our
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“determination of this model parameter. It appears fairly clear that the scale cannot exceed some fraction
of the total spread of the region of turbulence and that, in some neighborhood of the wall, it should be
proportional to the distance from the wall. These two simple ideas, together with empirical information
used to determine the two implied constants of proportionality, are sufficient to permit the system to
close with relatively good numerical results for many groblu\s (e.9., Donaldson, 1973; Lewellen, et al.,
1974). Others (e.g., Shir, 1973; Wyngaard and Coté, 1374; Mellor and Yamada, 1974; Burk, 1977; Andre,
et al,, 1978; and Brost and Wyngaard, 1978) have specified a completely empirically determined
distribution of A across the region of interest in the same manner as is done for first-order mixing
length approaches.

In an attempt to remove some of the arbitrariness of the specification of A for different flows, a
number of investigators have developed a modeled dynamic equation for A or its equivalent. The starting
points for such attempts have varied widely. A two-point-velocity-correlation equation forms the basis
for the work of Rotta (1972), Naot, et al. ( dson (1972), and Rodi (1972). By forming an
equation for the two-point velocity correlation uj{x)uj(x+r) and integrating to form an integral scale, it
appears appropriate to take

ra

dv
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The difficulty with this approach is that none of the terms can be integrated exactly. All of the terms
must be modeled. This is also true if one starts with the equation for the dissipation ¢, as is favored
by many (e.g., Lumley and Khajeh-Nouri, 1974; Harlow and Nakayama, 1967; and Hanjalic and Launder, 1972)
or with the equation of vorticity fluctuations as suggested by Daly and Harlow (1970) or Wilcox and Alber
(1972). With the model chosen in the section on Modeled Equations, € = bq3/A. Also the vorticity
fluctuations can be taken as proportional to g/A. Thus, with the aid of the energy equation, any of these
approaches may be reduced to an equation for A. As Bradshaw (1972), and Mellor and Herring (1973) have
pointed out, all of the resulting A equations have the same form:
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The major difference in the various expressions Jies in the construction of the turbulent diffusion terms.
Unfortunately, these turn out to be more important in the scale equation than in the Reynolds stress
;qgaﬂon. zfgezgcale equation as proposed by Lewellen (1977) for use with the set of equations given in
.3.18 to 2.3.23 is
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It is immediately obvious that the scale equation contains much more arbitrariness than the Reynolds
stress equations, where many of the terms were determined precisely without recourse to modeling or
coefficients. With such a large number of coefficients in the scale equation, a correspondingly large
number of different experiments must be matched concurrently if the resulting coefficients are to have any
invariant validity.

There is also the question as to what extent it is really appropriate to have the integral quantity A
determined by point values of the other variables. Spatial boundary conditions may be expected to play a
much more important role in the determination of A than they do for the Reynolds stress.

Finally, in some applications it will be appropriate to take Ag = Ac = A while in other applications
this will not be true. A formulation for the scalar-covariance decay rate, equivalent to a Acg equation,
is given by Lumiey (1979).

The model given in the preceding sections is quite similar to Mellor and Yamada's level 4 model

(1974). In most of their subsequent applications they have favored a condensed version (level 2.5) which
assumes that

N

(uw, vw) = - qt Sp 2 oz (2.3.27)
W o= - qtSy :—‘: (2.3.28)

The contracted form of Eq. (2.3.18) is carried to determine q’. and the functions Sy and Sy are obtained
by assuming a high Reynolds number local equilibrium in the remaining components of the Reynolds stress
and heat flux equations, 1.e., all gradients of the turbulent correlations are dropped. This
approximation should be valid whenever the time scale of the turbulemce, A/q, is less than the

n
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characteristic time scale of the mean flow. The resulting algebraic relationships between the
second-order correlations and the gradients of the mean variables can then be manipulated to give

- 3A, (ww-c,q2)/q2 + 9A A, £ 98 we/q? (2.3.29)
1 + 9 A, 2298(30/22)/q2
2, ww/q?
Sy = 2h, wiia (2.3.30)

1 + 3A,8,1298(%8/32)/q?
with “
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and
(Al. Bx'Az’ BZ.C‘) = (0.92, 16.6,0.74, 10.1, 0.08)

Note that Eqs. (2.3.29 and 2.3.30) are those given by Mellor and Yamada (1978). When the same procedure
is carried out on Eqs. (2.3.18 - 2.3.23) the equivalent forms are

ASp | _ww/q? + (4/3) nggwe/q? (2.3.31)
L 1 + (4/3) a29(a6/3z)/q?
AW, (4/3) ww/ g2 (2.3.32)
L 1 + 5.9 A2 gg{a0/3z)/q2
with
wo_L o=, = —
. a2 3t 3q° (Zuw 2z’ 2vw 2zt 4a9 we) j

Plots for some other choices of Sp and Sy are given by Blackadar (1979).




I11. Similarity Relationships

3.1. Monin-Obukhov Scaling in the Surface Layer

The best understood region of the atmospheric boundary layer is the layer next to the surface where
the turbulent fluxes of mass, momentum, and energy are essentially constant. Rigorously this layer is
bounded by the tops of any surface roughness features at low z and by an upper height that remains much
less than either the ratio of the surface flux of momentum to the sum of all but the fast term of
Eq. (2.1.7), or the ratio of the surface heat flux to the sum of all but the last term of Eq., (2.1.8),
Within this layer the mean momentum and energy equations may be replaced by the statement that ujw and uv
remain constant equal to their respective surface values which may be represented as -uf and u.lj.. When
this characteristic velocity, us, and characteristic temperature, Ts, are used to normalize all velocities
and temperatures in the steady, homogeneous version of equations (2.3.18-2.3,20) the equations are found
to be a function of only one variable provided the turbulent length scale is a function of the same
variable and the modeled terms introduce no new parameters. This single variable may be written as

n * 2xgTa/Toué = 2/L. Physically, the variable (-z/L) is equal to the ratio of the buoyant production
of turbulent ginetic energy to the production by shear. The characteristic length L is known as the
Monin-Obukhov length following the work of Monin and Obukhov (1953). The resulting set of ordinary
differential equations as modeled by Lewellen and Teske (1973) may be written as:
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Figure 3.1.1 - Normalized atmospheric surface layer
gradients as a function of stabilit,v. Model
calculation from Lewellen and Teske (1973). Data
from Businger, et al. (1971).
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Figure 3.1.2 - vVertical velocity
fluctuation in thel atmospheric
surface layer. Model calculation _ =
from Lewellen and Teske (1973). 2o -3 -0 -8 0 8 1o 18
Data from Wyngaard, et al. (1971). /L

Figure 3.1.3 - Temperature fluctuation in  the
atmospheric surface layer. Model calculiation from
Lclewel(}se)?l.;nd Teske (1973). Data from Wyngaard, et
al. .

These equations may be integrated to yield the _seven normalized variables: ¢ = (xz/ux)(aU/az),

vh = (k2/Te)(00/32), o /ux, oy/ue,  oy/ux, ub/usTe, and  oy/Te. The resulting functions for

some of these variables are compared with field observations in Figures 3.1.1 - 3.1.3. f[n these

computations the turbulent scale A was set equal to 0.65z, except it was not allowed to exceed an upper

bound of 0.2L in stable flow. This particular bound on A was chosen to yield the observed critical

Richardson nunber of 0.21. This bound was also used in determining the coefficient of the buoyant term in
the scale equation, £q. (2.3.26).

The normalized velocity and temperature gradients, Figure 3.1.1, show very good agreement between the
model calculations and the data. A positive surface heat flux (z/L < 0) leads to increased turbulence and
decreased gradients, while a negative surface heat flux (z/L > 0) leads to a damping of the turbulence and
increased gradients. Under neutral conditions (z/L = 0), the ratio of the effective diffusivity for
momentum to that for temperature is 3/4. In the model, this choice was determined by the value chosen for
the model constant A in Eq. (2.3.12).

The vertical velocity and temperature fluctuations are compared with the data of Wyngaard,
et al. (1971), in Figures 3.1.2 and 3.1.3. The agreement for the vertical velocity is very good but that
for the temperature fluctuations leaves a bit to be desired. As pointed out by Wyngaard, et al. (1971),
there is considerable uncertainty in (uZ)}/2y./wb at z/L = U because both variables go to zero.

Mellor (1973) made a somewhat similar calculation of these surface-layer similarity functions. The
major difference is that Mellor eliminated the diffusion terms so that the differential equations reduce
to an algebraic set. In this case the length scale may be normalized out of the problem, eliminating any
need for, or any possibility of, incorporating an influence of stratification on the scale. His model
coefficients must then be chosen so that they will match the critical Richardson number.

Although this surface layer similarity also leads to variations of o, and o, as a function of 2/L,
observations of these variables do not correlate with z/L. These horizontal wind variances are more
dependent on variables which control the large eddy structure at larger heights above the boundary layer.
This behavior can be incorporated within the surface layer similarity if the modeled higher order
correlations in Equations (2.3.18-2.3.20) are allowed to be a function of two scales, rather than one. A
model which allows the horizontal wind variance to be more a function of boundary Vayer thickness than it
is of height z has been developed by Lewellen and Sandri (1980). The results of this model are compared
with observations in the unstable layer (see Section 3.3) where the horizontal variance has been found to
correlate with zj/L.

Although the normalized velocity and temperature gradients in the surface layer can be completely
determined by z/L only, the velocity and temperature at any height will also be a function of surface
roughness. Useful analytic functions may be obtained by analytically fitting the empirical curves given
in Figures 3.1.1 and 3.1.2 [e.g., Businger, et al. (1971)] and integrating as carried out by
Paulson (1970) the resulting expressions for U and ¢ are:
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where
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The species concentratiaon may be expected to have a variation similar to the temperature.

Many variations on the formulation of scaling in the surface layer have been given in the literature,
e.g., Blackadar, 1979; Bienkowski, 1979; Herbert and Panhaus, 1979; and, Panhaus and Herbert, 1979,

3.2. Neutral, Steady-State, PBL Scaling

The governing equations as given in Chapter Il reduce in this case to the two components of the
momentum equation:

.  R—
0 = fV - 2 {uw) (3.2.1)
0 = f(ug-v) - ;a; () (3.2.2)

and the six components of the Reynolds stress equation. Here the coordinate system has been aligned with
the geostrophic wind so that 3P/3x = 0 and aP/3y = -fug. The appropriate boundary conditions for this
case are to have the mean wind approach the geostrophic wind, Ug, as z + = and to go to zero at the
effective aerodynamic roughness height, z,, while all the turbulent quantities go to zero as z » = and
approach the surface layer similarity values given in Section 3.1 as z + z,.

Under these conditions, the governing equations can be normalized so that only one parameter, the
Rossby number Ro = Ug/zof, s needed to determine the flow. The resulting relative variation with respect
to Rossby number shgws how the flow responds to changes in geostrophic wind, surface roughness, and
latitude which determines f. Figures 3.2.1 and 3.2.2 show the mean wind profiles normalized by the
geostrophic wind as a function of the normalized height for different values of Ro as ?iven by a numerical
solution to the Reynolds stress equations as modeled in Eq. (2.3.18) (Lewellen and Williamson, 1976). The
change in wind direction with height is less than it would be in an Ekman Spiral, which is the solution of
th:d'ar;alogous Taminar flow problem. The vertical velocity variance is shown in Figure 3.2.3 for the same
conditions.

The vertical coordinate for these plots is normalized in such a way that for typical values of
f = 10-“sec-! and Ug = 10 m/sec, z may be read directly in Kms., For other values of Uy/f, the plot must
be read as a dimensionless plot and the appropriate physical z determined. An increase ?n the geostrophic
wind will increase Ro and reduce the dimensionless boundary layer thickness but the physical boundary
layer thickness will increase since the effect in the coordinate transformation is much Stronger than that
produced by an equal change in Ro. Likewise the boundary layer will become thicker as the equator is
approached, for equal values of ug/zo. Increases in the surface roughness always increase the boundary
layer thickness in this limit.
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Figure 3.2.5. - Angle between the
surface wind and the geostrophic
wind as a function of Rossby
number for the neutral planetary
boundary layer

The surface drag coefficient, defined as U#/Ug, is a function only of Ro in this limiting case. It
is given in Figure 3.2.4 as predicted by the presént model. A summnary of empirical correlations for this
variable is given by McBean, et al. {1979). The data show considerable scatter since the conditions
necessary for this steady state, neutral profile are seldom completely satisfied in nature. The model
result shown falls within the range of the empirical correlations. The slight decrease in drag
coefficient with increasing Ro is consistent with a decreasing ratio of characteristic turbulent
macroscale A to boundary layer thickness. As shown in Figure 3.2.5, the angle between the surface wind
and the geostrophic wind also decreases with increasing Ro.

The logarithmic variation for wind speeds in the surface layer given by Eq. (3.1.8) under neutrail
conditions is valid to a much higher altitude for U than it is for V. The departure from tn z/z, is
forced by the geostrophic pressure gradient fUgy acting parallel to v. The logarithmic term is the first
term in a consistent expansion for small z. ahen the expansion is continued to bring in the influence of
the pressure gradient the two velocity components may be written as (Lewellen, 1977):

U z
- - n — (3.2.3)
k(1 + (va/ue)¥]i/ 2o

1
xue[l + (vas/us) Jt7"

’vi x.nz—zo - fug(z - z4)

fuf z
T (Vﬁju*)“]r/“ [Z " 2(z -zo)]‘ (3.2.4)

Equations (3.2.3) and (3.2.4) agree with Figures 3.2.1 and 3.2.2 to heights well above that at which Vyayx
occurs, as seen in Figure 3.2.6.

3.3. Convectively Mixed Layer Scaling

The unstable boundary layer which is dominated by buoyantly driven turbulence has proven to be
amenable to a similarity description. In a series of publications involving analysis, numerical studies
and experimental observations Deardorff and Willis (Deardorff, 1970a,b, 1972, 1974a,b; and, Willis and
Deardorff, 1974) have shown that the mean temperature, and several of the turbulent correlations are
;urfu’::;gns only of z/z4 and of the characteristic convective velocity We. This characteristic velocity is
3 as

PO, R - .
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we = [g=27z4 (3.3.1)

where 'Jti—(;is the heat flux near the lower surface and z; is the depth of the mixed layer. Such a
similarity holds in the unstable PBL above the height -L, where L is the Monin-Obukhov length discussed in
Section 3.1,

The similarity functions for this buoyantly driven turbulence may be obtained from
Eqs. (2.3.18 - 2.3,20) by setting the mean velocity equal to zero, imposing a fixed surface heat flux at
the bottom, and zero turbulence and a stable lapse rate at the top of the domain. The equations for this
limit are

3 {98 34wy

2 () L | 3.3.2

at (az) az¢ ( !
aws __—0  geZ 0 f awe) . = .
3t w p + T + 0.3 2z (qA az) 0.7% A Wy (3.3.3)
w29 oo o) gf— @) @ (3.3.4)
at To <z \M ez A 3 124 2
ﬂi = gg.— 3 i’Sf . gi 3.3.5
at T we + 0.3 az Moz 44 (3.3.5)
N Y ag
g - ey, + 0.3 (qA az) - 0.5 0 (3.3.6)

- 2

n o f 8\ 0375 fagn 0.84 g — .
Pl 0.075q + 0.3 ™ (qA az) - T (az) + @ T, Wo (3.3.7)

The resulting similarity functions as givern by Lewellen, Teske and Donaldson (1976) are plotted in
Figures 3.3.1 - 3.3.3.

Figure 3.3.1 compares the model predictions for the normalized vertical velocity fluctuations with
the experimental observations. The model predictions assume no mean velocity and a constant surface heat
flux to simulate the laboratory experiment. The agreement between predictions and observations is
heartening, particularly since no model constant adjustments were involved.
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Figure 3.3.1 - Similarity profiles of vertical Figure 3.3,2 - Similarity profiles
velocity fluctuation in an unstable mixed layer; of horizontal velocity fluctuations
model calculation from Lewellen, Teske, and for the conditions of Figure 3.3.1.

Donaldson (1976); data from Willis and
Deardorff (1974).
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The horizontal velocity fluctuations are given in Figure 3.3.2. Here the comparison with experiment

not as close since the observations show a peak near the lower surface that is not evidenced in the

model results. The distributions of temperature fluctuations are shown in Figure 3.3.3. The agreement

between model and experiment is very good except near the top of the mixed layer where the observations

show a much stronger local maximum than is predicted. This is, at least in part, due to the existence of
internal gravity waves in this region.

Favorable comparisons between model results and observations exist in Figures 3.3.1 - 3.3.3 in spite
of the fact that the modeled vertical flux of kinetic energy is significantly different from the
experimental observations, as shown in Figure 3.3.4. This is consistent with our basic assumption that
the second-order correlations calculated from their conservation equations are given imore accurately than
the accuracy to which the third-order correlations are approximated.

75
z2/z;
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.28
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Figure 3.3.3 - Similarity profiles Figure 3.3.4 - Similarity profiles

of vertical flux of kinetic energy

of temperature fluctuations for the
for the conditions of Figure 3.3.1.

conditions of Figure 3.3.1.

As shown in Figure 3,3.5, Zeman and Lumley (1976) obtain much better ayreement between predictions of
the flux of kinetic energy and the observations of this third-order quantity, using their second-order
mode! designed specifically for ouoyancy driven mixed layers. However, the comparisons for the
second-order correlations, shown in Figures 3.3.6 - 3.3.7 are not substantially different from that
obtained with the simpler model. The significant discrepancy between model results and observations in
the horizontal fluctuations near the surface is unaffected by the more rigorous modeling of the
third-order terms. Similar results for the second-order correlations of turbulence in the convectively
mixed layer have also been obtained by Mellor and Yamada (1978), and Sun and Ogura (1930).
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Deardor ff (1974); open circles and triangles, Willis and Deardorff (1974); open
triangles, Lenschow (1970, 1974) and circles and triangles, Lenschow (1970, 1974) and
Lenschow and Johnson (1968); and Lenschow and Johnson (1968); and squares,

squares, Telford and Warner (1964). Telford and Warner (1964).
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The principal difficulty with modeling the horizontal fluctuations appears to be the anisotropic
nature of the turbulence scales, as mentioned in Section 3.1. This is demonstrated in the composite plot
of the velocity spectra as a function of height given in Figure 3.3.8 from Kaimal (1978). The vertical
velocity component clearly shows the scale of the eddies with the highest energy increasing in length
proportional to increases in height, as assumed in Section 3.1. However, the corresponding scale of the
horizontal velocity fluctuations shows almost no change with height. Instead, tne hc-izontal velocity
fluctuations appear to scale with the mixed-layer height, as exhibited by Wyngaary (1979:.
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Lewellen and Sandri (1980) have attempted a modification to the model presented in Section 2.3 which
permits the horizontal macro-length scale to be different from the vertical macro-length scale. The
vertical scale is identified with the previous single scale as modeled in Section 2.3 and the horizontal
scale is allowed to vary with the mixed-layer height.

The results of the 2-scale model for the horizontal valocity variance are contrasted with those of
the single-scale model in Figure 3.3.9. The single-scale model predicts a variation with respect to z/L
only, which is not observed in the data. Rather, the data are found to be relatively independent of z/L
and to depend most strongly on zj/L. The results of the 2-scale model are consistent with the data. The
challenge of providing a consistent formulation for a general 2-scale model remains to be solved.

3.4. The Stable Ekman Boundary Layer

when the surface is cooler than the air above it a positive (stable) temperature gradient is
typically established. This has a strong dynamical effect on the turbulent structure of the layer. The
most important parameter governing these effects is a Richardson number which measures the ratio of
buoyancy and inertia forces. Fundamental studies of shear flow in a stably stratified mediun (e.g.,
Miles, 1961; and Howard, 1961) show that when

.. 9 __sw/az 1 .
Ri = To (3U/2z)? > 3 (3.4.1)

linear disturbances are damped out. When Ri is less than this critical value, turbulence may be expected
to grow driven by the shear and Ri be increased by the decreases in gradients forced by the turbulence.
when Ri > Rigrjt» turbulence may be expected to be damped by buoyancy which in the presence of any heat or
momentum transport will lead to increased gradient and decreases in Ri. Thus, as suggested by Long (197%)
natural stratified shear layers should tend towards an equilibrium at Ricyj¢. If average values of the
gradients are used, then

Rig = —LAa9d (3.4.2)
and setting this equal to Rigrjy leads to
1y ‘-
[ = —_ (3.4.3)
4 (g9/Tgy)av

consistent with the estimate of layer thickness given in Eq. (2.2.9). In general, Eq. (3.4.3) provides
for an evolving boundary layer with av and & varying.

When Riy = Ricpit and 6 satisfies the momentum equation so that & ~ g/f, then a steady equilibrium
value of & is possible. The thickness of this equilibriun Ekman layer may be given followiny
Zilitinkevich (1972) as

6 = const (usl/f)!"? (3.4.4)

It may be shown to be consistent with that given by Eq. (2.2.8).

The approach to a stable equilibrium, as given by Wyngaard (1975), using his version of second-order
closure, is given in Figure 3.4.1 as a function of cooling rate. Three to six hours is the time required
to reach the equilibrium state according to these calculations. This long transition time implies that
such equilibrium stable layers will seldom be achieved because boundary conditions seldom remain constant
this long in the atmosphere. Nonetheless, it is instructive to look at the wind and turbulence profiles
expected under such steady conditions. Under such conditions the normalized profiles of wind,
temperature, and turbulent correlations should be a function of only two parameters, the Rossby number,
Ug/zof, and a stability parameter. The most frequent choice of the stability parameter is u = u,/fL
(gil?tinkevich. 1972). In terms of this parameter, £q. (3.4.4) may be written as

6§ = const gl/¢L (3.4.5)

Near similarity can be achieved using Lul/? as a characteristic length to normalize the governing
equations for the equilibrium case of strong stability. when u, is used to normalize all turbulent
velocities, Y, to normalize all temperatures, and usul’¢ to normalize the mean velocity the normalized
Reynold’'s stress equation may be written as
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It is possible to show from the scale equation that A should be proportional to L under strongly stable
conditions so that X ~ u~1/2, Thus the diffusion term in €q. (3.4.6) is the only term that keeps the
Reynolds stress equation from becoming independent of u, and Ro. For large u the diffusion term should be
negligible since it is order u~! in comparison with the other terms. Likewise the momentum equations can
be made independent of u and Ro. The derivative of the normalized equations may be written as

Wo,um (3.4.7)
9z az?
LR LT (3.4.8)
oz 3z

The appropriate boundary conditions for Eqs. (3.4.6 - 3.4.8) are also independent of y and Ro.

e 7.0, 2, LA,
1} k 4z
uw = 1
G2 = 472
@ 24w, ALY -, 13.4.9)
32 3z

The only remaining requirement for similarity is that the thermal boundary conditions be specifiable in a
manner which leaves the heat flux equation similar.

~

— 20 e 304 vz 0.3 9 ( ~ R m) 075 =3 T5 (3.0.10)
0 = -ujuj =5, - Uiy~ Sjy *+ d§j; T + T T{qAu < ujv/ - 0.75 T ujv 4.
T3 57 38 27 4y 93 s T iz | Aut/?
— 40 ~~ 7 a 62
0 = -2y, + B2 2(TRL 28 g g5 A (3.4.11)
3z w2 ¥z Aul/e
The only difficulty lies with the energy equation
172} a8 "y
4L, A (3.4.12)

Uw at 9z

which cannot be independent of time and still satisfy boundary conditions which permit the heat flux to
have a zero value at ? » », However, this can nearly be achieved by postulating a fixed cooling rate
which allows the heat flux to vary linearly with ¥ across the bulk of the boundary layer.

The resulting distributions for the Reynolds stresses for this “equilibrium" stable layer are given
in Figure 3.4.2 as calculated by Wyngaard (1975). The thickness of the boundary layer, i.e., the constant
in Eq. (3.4.5), is fairly sensitive to the details of the model. Wyngaard obtained a value of
approximately 0.2. The corresponding values of this constant from other models are 0.55 (Businger and
Arya, 1974), 0.4 (Brost and Wyngaard, 1978), 0.27 (Rao and Snodgrass, 1979), and approximately (0.5) from
the model given in Eqs. (3.4.0 - 3.4.12), Attempts to determine this number from observations have not
been successful, presumably due to the scatter caused by such phenomena as advective effects, radiative
flux divergence, baroclinicity, or unsteady influences to be discussed in Chapter IV. There is also some
arbitrariness in the definition of 6. For the preceeding analysis & has been defined as the height at
which the shear stress falls to 5% of its surface value. This height is well below the height at which
the velocity goes to the geostrophic value due to its oscillatory approach to =,
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Figure 3.4.2 - The steady-state turbulence profiles
in the nocturnal PBL, as found from the model
calculations of  Wyngaard (1975) (Northern
Hemisphere).

Although the turbulence correlations can be presented in a normalized piot independent of u and Ro,

the wind profiles themselves cahnot. They remain a function of both Rossby number and stability. Wind
profiles for particular values of these parameters are given in Section 3.5.

It must be recognized that this trestment of the stable layer is based on a gross simplification of
its true dynamics, since it ignores any role of internal gravity waves. Recent reviews of internal
gravity waves in the stable boundary layer have been given by Chimonas (1980) and Einaudi (1980). Such
waves can transport momentum vertically across the layer or horizontally within the layer and interact
strongly with the turbulence. The model presented in Chapter II is based on ensemble averaging over
fluctuations in the flow, Equations (2.1.10 - 2.1.12) are as valid for wave fluctuations as they are for
turbulent fluctuations. However, the modeled terms in Eqs. (2.3.18 - 2.3.23) have been specifically
modeled for fully turbulent flow and thus cannot be expected to be valid for coherent wave fluctuations.

This remains a challenge for the future to generalize the modeling to represent both wave and turbulent
fluctuations.,
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3.5. Stability Variations

Although we expect the dynamics of the changing boundary conditions to be ijmportant for most real
stability variations in the atmosphere, we will first consider the quasi-steady case where the sur_che
neat flux is held constant. Figures 3.5.1 and 3.5.2 show the wind profiles for four different stability
conditions with Ro held constant at 106.
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Figure 3.5.1 - Influence of Figure 3.5.2 - Influence of
Richardson number on the Richardson number on the
quasi-steady distributions of mean quasi-steady distr_lbutions gf mean
wind component in the direction of wind component in the direction
the geostrophic wind (Ro = 10°); normal to the geostrophic wind for
Lewellen and Williamson (1976). the conditions of figure 3.5.1.

A measure of the stability which is sometimes more convenient than u is that of a bulk Richardson
number based on the temperature and velocity differences between the surface and an arbitrary height such
as 10 meters,

9y, ~ o) 10m
Ri,, = —awto (3.5.1)

<
To U1,

From Eqs. (3.1.10 and 3.1.11) it is possible to see that the most stable value possible for Ri;, in the
surface layer is (4.7)-! = 0.21, the critical Richardson number given by this model. targer values of
Ri,, mean that the surface layer is less than 10 meters thick. When the bulk Richardson number
defined by Eq. (3.5.1) is positive, the flow is stable and the turbulence is damped. As shown in
Figures 3.5.1 and 3.5.2, Ri;y = 0.0135 produces a boundary layer which is significantly smaller than the
neutral case of Ri,, = U, as should be expected for damped turbulence. This also produces a stronger
transverse wind component, as seen in Figure 3.5.2. Although the wind shear at the surface is reduced by
the increase in stability, the wind shear a short distance above the surface is significantly increased.
Thus, from the point of view of the wind shear which an aircraft may encounter, an increase in Riy is
quite 1ikely to be associated with increased wind shear, as will be discussed in Section 6.2,

As outlined in Section 3.3, the specification of Rij¢ alone is not sufficient to determine the
unstable profile (Ri;y < 0) even in the quasi-steady case. Figures 3.5.1 and 3.5.2 show two wind profiles
for nearly the same negative value of Ri;, and two quite different values of the inversion height. The
unstable layer, driven Dby a positive surface heat flux, must be capped by a stable temperature inversion
layer if the boundary layer is to reach a quasi-steady state. The figures show that in addition to the
shear layer at the surface, a shear layer is also developed in the vicinity of the temperature inversion.
As may be noted in the discussion of the boundary conditions in Section 3.3, z4 is not a rigid lid, but is
defined as the altitude at which the maximum values of ¢4 occur as the temperature inversion fis
asymptotically approached. Between the surface shear layer and the inversion layer, the layer is
relatively uniformly mixed.
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The vertical velocity variance is shown in Figure 3.5.3 for the unstable cases, but with the
normalization which is appropriate for free convection when there is no mean wind shear. The limiting
profile for Ri,, » - was shown, in Section 3.3, to agree very well with laboratory simulations of this
limit. Figure 3.5.3 shows that it does not require a very negative Ri,, to approach this limiting
distribution. The corresponding values of the Zilitinkevich parameter, u, are also given.

3.6. Flow within a Surface Canopy

A canopy of vegetation presents a complex lower boundary for atmospheric flows. For flow well above
this canopy, it is usually adequate to characterize the boundary in terms of only an aerodynamic
roughness, z,. But when one is interested in the flow within the canopy or immediately above it, a more
detailed representation is required.
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Figure 3.6.1 - Wind and turbulence profiles in and above a corn canopy. Comparison of
model predictions (Lewellen and Sheng, 1980) with data from Shaw, et al. (1974).

oy .u-_umM’




26
1.0 @) © Oclober 5 doto
© October IS5 data
Ot
2/K
.S
0 1 . | J | -J
0 2 4 6 .8 1.0
w'B'/w'é’y

Figure 3.6.1 - Wind and turbulence profiles in
and above a corn canopy. Comparison of model
predictions (Lewellen and Sheng, 1980) with data
from Shaw, et al. (1974).

Second-order closure models for canopy flow have recently been given by Wilson and Shaw (1977), and
Lewellen and Sheng (1980). The principal difference between these two models is that the latter consider
heat and species transport as well as momentum transport. They also use a somewhat more general
representation of the drag per unit volume of the vegetation. The model is designed to predict the
variation in surface layer heat and species transport as a function of surface Reynalds number (Uszq/v),
Prandtl number, K/v, Schmidt number, Kc/v, and plant area density distribution. The comparison o? the
mean distributions of velocity, Reynolds stress and velocity variance predicted by Lewellen and
Sheng (1980) are compared with some limited data for a corn canopy (Shaw, et al., 1974) in Figure 3.6.1.

The distributions shown in Figure 3.6.1 are only appropriate for vegetal canopies with plant area g
distribution similar to that of a mature corn field. If the plant area distribution is thicker near the

top of the canopy, the effective displacement height of the mean wind will be increased. while a less
dense canopy, such as a winter deciduous forest, will lead to larger values of u, with a smaller

displacement height. An approximately similar way of presenting the wind profiles for quite different

canopy structures is given in Figure 3.6.2 where (U - Up)/u, is plotted as a function of (z - d)/(h - d). 7
Both model calculations and field data show approximately similar shapes when presented this way.
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More details on the flow within particular canopies are given in the two volumes edited by
Montieth (1975) on vegetation and the atmosphere. Other information may also be found in the work of
Cionco (1972) and Raupach and Thom (1981).

Tne surface layer formulation given in Section 3.1 is generally expected to hold above the canopy
with z measured from the effective displacement height within the canopy. However, as shown by
Figure 3.6.3, when d is chosen as the displacement height for momentum, the inverse gradient functions,

, may show considerable variation from the typical behavior. These data show effective g which
aré double their expected values above a forest under slightly unstable conditions. The data showh were
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Figure 3.6.3 - Stabihty dependence of inverse
influence functions measured over Thetford
forest ( O) and Ur1arra gorest (W). The smooth
curves represent typical inertial-sublayer behavior.
Raupach and Thom (1981).

taken approximately 5 meters above two different forests of height h 16 m and a mean tree spacing of ¢
to 3 m. This indicates that the distribution of sources and sinks for momentum, heat, and water vapor may
be quite different within a forest leading to characteristic length scales for the fluctuations of heat
and water vapor different from those for the fluctuations of momentum. Thus one must be very cautious in
applying simple scaling laws to flow within, or just above, real canopies.
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IV. Interaction of Turbulent Transport
with other Physical Mechanisms

4.1 Diurnal Variations in the Planetary Boundary Layer

Over homogeneous terrain, the atmospheric boundary tayer may be considered a function of time and
altitude only, when horizontal variations in the boundary conditions at the top of the boundary layer are
considered negligible. Under such ideal conditions, the boundary layer may be expected to pass through
the stability conditions considered in the last chapter during the course of a typical day. Since thermal
energy is principally received and emitted from the surface, we expect unstable conditions to dominate in
the afternoon hours and stable conditions to dominate during the late night hours. The results of
calculations for a fixed geostrophic wind and upper level temperature lapse rate with a cyclic surface
heat flux- approximating conditions over the Midwestern plains during summer were presented by
Lewellen, et al. (1974)., These results were obtained using the quasiequilibrium approach outlined in
Section 2.3, and the gross feature approach to the scale. Results obtained using the full equations were
presented by Lewellen (1977). There is relatively little difference in the numerical results.
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Figure 4. - The vertical distribution of V taken at the same select times as in

1.3
Figure 4.1.2.

The predicted contours of constant turbulent fluctuations are presented in Figure 4.1.1 as a function
of time and altitude. The boundary-layer thickness grows during the day and shrinks during the evening
and morning hours as expected. The turbulent kinetic energy reaches a maximum of 4.3% of the gdeostrophic
mean kinetic energy in the midafternoon at an altitude of approximately 500 m. As the sun sets, the
turbulence begins to decay until in the early morning hours the maximum kinetic energy is = 0.25% of the
mean kinetic energy. The biggest difference between the results presented in Figure 4.1.1 and those
presented by Lewellen, et al. (1974) occurs,during the early morning hours. The full equations with a
dynamic scale predict a slower decay of q° and consequently considerably larger q° in the altitude range
from 100 m to 1 km in the morning hours. But even this larger value is still quite small compared with
afternoon values. Both model representations predict such features as the temperature inversion and local
wind jet observed to occur nocturnally at low levels. Ffigures 4.1.2 and 4.1.3 show the vertical profile
of the wind components at selected times for the lowest 1 km altitude. In the plots given in Sections 3.4
and 3.5 for quasi-steady conditions, it was possible to present results in terms of a dimensionless
height, zf/Ugq. However, in the present case, since the dynamics of the diurnal variation are important in
determining ghe height of the layer at any given time, this nondimensionalization is no longer valid. For
Figures 4.1.2 and 4.1.3 the geostrophic wind was held constant at Ug = 10 m/sec, the upper level
temperature gradient was held constant at (9v/3z)|~ = 3°C/km, the surface roughness constant at
Zo = 0.0l m, and the surface heat flux was allowed to follow an experimentally observed distribution
(Wyngaard, 1973). Between sunset and sunrise, the heat flux is a negative constant (-0.025°C m/sec) and
between approximately 8:00 am and 8:00 pm, the heat flux is pogsitive and nearly follows a sine wave with a
maximum of 0.25°C m/sec. Over the 24-hour cycle, there is a net positive heat flux to the atmosphere
which must be removed (in simulation of long wave radiation) in order to achieve a periodic solution with
30 Tong-term heating of the boundary layer. In the present run, this was accomplished by assuming Q,

istributed uniformly over the night hours with the following assumed vertical distribution:

Qr = -~ 0.703 x10"" cos (2/6000m)(°C/sec) z < 3000m
Qr = 0 z > 300um

figures 4.1.2 and 4.1.3 show the wind shear to be a maximum in the early morning hours when the
turbulence, as shown in Figure 4.1.1, is a minimum. There is a low-level nocturnal jet which exceeds the
geostrophic wind by 14% at a 1ittle above 100 m altitude. The wind at this time drops from 11.4 m/sec to
3 m/sec at 10 m altitude at the same time as the principal wind direction is shifting by 40 degrees.

Surface shear s;ress is plotted as function of the stability variable xu*/fL in Figure 4.l1.4. Data
points for Ro % 10°, as taken from Tennekes' (1973) summary, are included on the plot. The model
predictions show a hysteresis loop with the surface shear stress significantly larger when the surface
heat flux is decreasing rather than increasing. The data show considerable scatter but tend to be biased
toward the upper bounds. The factor of 2 difference in u* at neutral conditions demonstrates the
influence of unsteady dynamics on the atmospheric boundary layer.

A boundary layer data set collected at Wangara, Australia by Clarke, et al. (1971) has been used by a
nunber of {nvestigators to test their model simulations of diurnal variations in the boundary layer. The
data set consists of the time and height variation of the two mean velocity components,the mean virtual
potentia) temperature, and the mean water vapor mixing ratio. Profiles of the turbulence quantities are
not included. Figure 4.1.5 shows the comparison between observations and computed results for the diurnal
variations of the mixed layer hefght as given by Yamada and Mellor (1975). The qualitative comparison is
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Figure 4.1.5 - Time evolution of the computed and observed mixed layer height as given by
Mellor and Yamada (1975).

good, with the strong afternoon turbulence responsible for the observed high penetration of the mixed
layer at these times. Mellor and Yamada report that the approximate 300 m discrepancy between the
observed and computed boundary-layer depth could probably be attributed to the uncertainties in the
observed values of the mean vertical wind which served as input to the model. They concluded that fairly
accurate data on both the thermal wind and the mean vertical wind are necessary to obtain realistic
simulations of the mean variables.

Andre, et al. (1978) also simulated the Wangara data using their third-order closure model.
Comparison between the computed and observed horizontal wind profile during night 33-34 is shown in Figure
4.1.6. The most important feature is the development of the low-level nocturnal jet whose magnitude
increases from 9 m/sec at 2100 to 12.5 m/sec at 0300 and then decreases. The behavior is qualitatively
reproduced by the model except the low-level jet is approximately 100 m too low. They attribute this
discrepancy to uncertainty in the aerodynamic roughness, 2o, since the height of the low-level jet is
dependent on the turbulence produced at the surface. They also show that radiative heat transfer becomes
more 1important than turbulent transport above approximately 100 m during nocturnal hours. This will be
discussed in Section 4.5,




wind(ms)

fFigure 4.1.6 - Comparison of model calculations
by Andre, et al. (1978) with wWangara data.
Computed (left) and observed (right) profiles of
mean horizontal wind during Night 33-34:____

t=18h; ===, t =21 h; —emem -, t=00h;
vese, t =03 hy =ermee—ve, t =6h; ___,
t =08 h.

Bodin (1980) claims that fairly simple turbulent closure models such as his turbulent kinetic energy
model and Long and Shaffer's (1975) eddy viscosity model do as good a job at simulating the Wangara data
as do the more complicated models. This probably is more a reflection of the importance of such diverse
phenomena as advection, thermal wind, and radiation in this data set, than it is a verification of the
simple turbulent models.

4,2 Influence of Baroclinicity

The approximation of horizontal, spatial homogeneity is seldom completely realized in the
atmosphere. One effect which is often encountered is that of horizontal temperature gradients.
Fortunately, this effect can be incorporated within a one-dimensional model by permitting the pressure
gradient, represented in Egs. (3.2.1 and 3.2.2) in terms of geostrophic velocities, to vary with altitude.
This “thermal wind" variation in the geostrophic wind can be obtained directly from the geostrophic
balance by differentiating and using the equation of state

3y L)
R R Hs (4.2.1)
az fTo 9y
b
:L ivj = iﬁ (4.2.2)
" z fTo o ’

with x in the direction of U, at the top of the boundary layer. Temperature advection could also be
included in the energy equat?on, through a source term of the form

. v b fT v U
» § = ~u—-v— = -2y, A4 (4.2.3)
. X 3y g 9z 9x

but this is a less important term. Neglecting temperature advection, this introduces two parameters into
the governing equations to specify the magnitude and direction of the geostrophic wind shear (Arya and
Wyngaard, '975). These will be taken herein as

2 4]"' )
woe (e} (e} 2 (4.2.4)
3 9z J (Ug)@z=zi

3 3
B = tan“(—vﬂf—z-) (9.2.5)
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Arya and Wyngaard (1975) show that when M and Bo are steady ard the boundary layer is unstable, then
most of the imposed thermal wind shear occurs at the top of the boundary layer. Even for only slightly
unstable conditions the mean velocity components remain essentially uniform across the “mixed” Tayer with
the wind shear occurring across or above the capping inversion layer. Under these conditions, the
principal influence of adding the thermal wind is to increase the wind shear across the inversion layer.
This should tend to enhance the potential for shear-wave instabilities above the inversion and a general
thickening of this layer.

Conditions which lead to significant values of M in the boundary layer are generally not steady.
Lewellen and Williamson (1976) show that whenever the time scale for the development of baroclinicity is
of the order of a few hours, as it is likely to be in nature, then the time history of the baroclinicity
affects the boundary-layer response. Figures 4.2.1 and 4.2.2 show results for a constant value of
M (1.25) and periodic change in d; between 0 and 2n over a period of 12 hours. The magnitude of M
corresponds to a horizontal temperature change of 3°C in 100 km, a large but not uncomnon value in nature.
The time variation corresponds to a relatively fast moving temperature anomaly with the flow permitted to
become periodic by allowing three full periods of variation before the results shown were recorded. The
geostrophic wind was set at 10 m/sec, Ro = 10® and no surface heat flux, R1(w) = 0. An upper level lapse
rate of 3°C/km held the boundary-layer thickness to = 1280 m altitude.
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Figure 4.2.1 - Isolines of U for a thermal wind varying periodically in direction
[Ro = 10°, ov/0z|e = 3°C/km, M = 1.25, Ri(1g) = U]. Lewellen and Williamson (1976).
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From Figure 4.2..1 it is seen that the maximum U velocity, 13.5 m/sec, occurs approximately 3 hours
after the thermal wind is directed in the direction of the geostrophic wind (85 = U}. however, 3 hours
after the thermal wind is next directed in the same direction (8p = 2%}, U is near a minimum. Actually,
from Eq. {3.2.1) and Eg. (3.2.2), we see that the U velocity responds to variations in Vg and, since
nglaz fol\ows_ sin dt, this contributes a positive pressure gradient between 0 < dg < ¥ and” a negative
préssure gradient between ® < 85 < 2%. Thus it is consistent for a maximum to occur in U when s, passes
through © as it is increased, and for a minimum to occur in U when 8o passes through 7 as it is decreased.
This particular time variation of driving conditions is not expected to occur tong enough in nature to
make the real flow periodic, but it does demonstrate how important the time history of the flow is in
determining the response of the flow to instantaneous values of the driving conditions.

o The.maximum value of V, 7 m/sec, occurs near the ten-hour mark after the combination of a relative
minimum in U and a maximum in Ug has produced a favorable pressure gradient [see Eq. (3.2.2)J for a period
of time. There is a region of “slightly negative V (approximately -1 m/sec) between 1000 m and 1250 m
altitude which does not show in Figure 4,2.2. The turbulence isolines (Lewellen and Williamson, 1Y76)
show no strong variation over the period.

The maximum wind shear at or above 10 m altitude computed by taking the square root of the sum of the
squares of 3U/3z and 9y/ez gives a value of 0.14 sec™!, somewhat less than the maximum value (0.18 sec™!)
that occurs in the typical diurnal day caiculations of the Section 4.1. However, in this case the shear
occurs over a somewhat wider altitude range. In the earlier figures the strong local statility caused by
surface cooling was the dominant mechanism while, in the present case, there is a neutral, vertical
temperature variation in the region of maximum shear. This exemplifies two different ways in which the
wind shear may be increased: either by increasing the horizontal wind gradients to increase the driving
thermal winds, or by applying a vertical temperature gradient which increases the stability of the flow
under the same driving pressure gradients.

In any attempt to simulate conditions in the baroclinic atmospheric boundary layer at a given time
and place, it appears desirable to trace the development of the boundary layer for some time prior to the
desired time.

4.3 The Marine Boundary Layer

The marine boundary tayer, recently reviewed by Lemone (1980), differs in several respects from that
over land. The sea surface tends to be quite uniform with relatively slow changes in temperature.
Although there are exceptional areas where regions of upwelling, special currents, or coastal influence
may permit horizontal temperature gradients of several degrees over a few kilometers, temperature
differences over spatial dimensions of the order of tens of kilometers and over diurnal time scales are
typically less than a degree. The sea is a fluid lower boundary which interacts with the atmosphere to
determine in a coupled manner the effective aerodynamic roughness of the surtace. Also the marine
boundary -layer air is typically quite moist. In fact the surface buoyancy flux is often determined as
much or more by the moisture flux as it is by the temperature flux.

For the marine boundary layer, it is desirable to replace the potential temperature by the virtual
potential temperature defined as

by = &+ 0.61 Tyh (4.3.1)

As long as there is no condensation or evaporation of water within the boundary this replacement permits
all the previous eguations to be applied to the marine boundary layer. Change of phase will be considered
in Section 4.4,

The air-sea surface interaction could rightfully be the subject of another monograph (see, e.g.,
Coantic, 1978). Many details of this interaction, particularly under conditions of significant sea spray,
have not been quantitatively analyzed. The simplest relation with some, at least approximate, gcneral
validity is to use Charnock's (1955) Froude number scaling to relate the effective surface roughness to
the surface shear ctress. When Wu's (1969) data correlation is used to evaluate the constant, this gives.

7, = 0.016 U$/g (4.3.2)

The type profiles which typically occur in the marine boundary layer are shown in Figure 4.3.1 from
Lemone (1980)., A slightly unstable mixed layer capped by a weak inversion is common. Comparison between
the heat flux and moisture fiux measured by aircraft on one of these days and the results of calculations
by the model described by Eqs. (2.3.18 - 2.3.23) are given in Figure 4.3.2 as given by
Lewellen, et al. (1977). These comparisons were used to show that the mode)l is roughly consistent with
the data. A careful assessment of the accuracy of the model would require a more detailed specification
of the experimentally observed boundary layer as it evolves in time.

The most sophisticated attempt at calculating the marine boundary layer is that by Sommeria (1976)
and Sommeria and Lemone (1978), using a three-dimensional simulation of the turbulent processes in a
manner similar to the calculations of Deardorff (1972, 1974). The biggest difference between their model
results and that of the one-dimensional, second-order closure result of Lewellen, et al. (1477), appeared
to be a significant difference in liquid water content condensed in the clouds. The role of moisture
change of phase is quite important in the marine boundary layer. This is discussed in Section 4.4.

R—
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Figure 4.3.1 - Profile of potential temperature, v; virtual potential temperature, o;
and specific humidity, q; for 4 days in GATE, 1974 (Day 218 = & Aug.; Day 243 = 31 Aug.;
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Figure 4.3.2 - Virtual potential temperature and humidity fluxes as calculated by a
second-order closure model (Lewellen, et al., 1977), and compared with the GATE
measurements (LeMone, 1980),

4.4 Moisture Change of Phase

The latent energy transported through the boundary layer in the form of water vapor is ultimately
responsible for fueling most of the large scale atmospheric motions. On a global average basis, the
turbulent transport of water vapor through the atmospheric boundary layer must balance the average
precipitation of liquid water, about 1 m per year (Coantic, 1978). Even if only a small fraction of the
energy released by condensation of the water vapor occurs directly in the boundary layer, this is
sufficient to fnteract strongly with the turbulent structure of the boundary layer when it does occur.
The other reason for being interested in the interaction of turbulence with moisture change of phase in
the boundary layer is that the phenomena of fog and low-level clouds represent a primary goal of many
models.
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In the presence of moisture change of phase, the potential temperature is not always the most
convenient variable to use in the energy equation, since it is not a conserved quantity. One choice for a
conserved quantity is the liquid potential temperature (Betts, 1973, 1974).

o = T -1, + 3z - Ly, (4.0.1)
p p
An alternative is the moist static energy.
(:)s = T - TO + —g- z + LHV (4.4.2)
Cp p

The difference between Ys and O+ is the latent energy of the total water content. As long as the total
water content is also a conserved quantity, the two are equivalent. In the presence of precipitation, 9s
is conserved but 9 is not.

The buoyancy term in the momentum equation is proportional to the virtual potential temperature
defined as

oy = T - T, + f—z + (0.61Hy~H) T, (4.4.3)
p
Thus
o, = o5 + [0.61Tg - LW + (L - 1.61To)H, (4.4.4)
Cp Cp

so that even with both 95 and H conserved, a change of phase of part of H from Hy to Hy leads to a source
of Oy.

Because of the extensive role ©, plays in the turbulent flux equations [Eqs. (2.3.18 - 2.3.21) with
vy replacing 9], Oliver, et al. (1978) chose to stick with Yy as a primary variable and introduce the
necessary source terms. The energy equation is then replaced by

Doy 3 R g
T T (uj®) - Kg Qrag + Kg o ¥ 013 (4.4.5)

where Ks and Kg are coefficients generated from the vapor saturation function

[ o

Kg =< (4.4.6)

(1 + 1.61Hg 81)
L (1 + (vacp) Hg 31']

Kg = (4.4.7)

(1 +1.61 Hg 1)
[1+ (Rv/cp) Hs ﬂ]’]

c
1 + 1.61Hg -2 -
Rm

The upper values of Ks,Kg apply for unsaturated conditions and the lower values for saturation conditions.
Ry and Rp are gas constants for water vapor and air, respectively. The parameter ¢y {s the logarithmic
derivative of the saturation mixing ratio with respect to temperature. 1f the saturation formation is
given by the Clapeyron relationship
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where the subscript = denotes reference values, then 8y is given by
8y = £L (4.4.9)

RyT

Additional terms also need to be added to the heat flux, temperature variance, and temperature-humidity
covariance equations. These are:

0 9 — :
Dt uiUv = ces + Kg cp ujw (4.4.10)
0 — 8
—-— v = ... + 2K ) 4.4,11
o¢ % 9% woy ( )
LS - + Ky =L we (4.4.12)
pt v T et Kggowe

These additional terms play the role of reducing the effective vertical temperature gradient in the
production terms in these equations, i.e., the effective vertical temperature gradient appearing in each
of these equations is [dey/3z - Kg(g/cp)l. The presence of intense turbulence will force the ambient
environment towards a lapse rate of (l& - l)g/cp, which is the moist adiabatic lapse rate under saturated
conditions, or the dry adiabatic lapse rate under unsaturated conditions. Just as the dry adiabatic lapse
rate (% -9.8 °C/km) marks the boundary between stable and unstable considerations in a dry environment,
the moist adiabatic lapse rate (= -3.5 oC/km) marks the stability boundary under saturated conditions. If
the ambient virtual potential temperature gradient falls between these two stability boundaries, then a
conditional instability exists. As long as the flow remains unsaturated, the flow will remain stable, but
if there is a disturbance of sufficient amplitude to allow saturation to be reached at some point, then
this disturbance will become unstable.

Just as moisture change of phase has a strong input on buoyantly generated turbulence, turbulence may
be expected to have a strong interaction with the microphysics of phase change. A discourse on cloud
microphysics is beyond the scope of the present monograph {e.g., see Pruppacher and Klett, 1978), although
I believe it is an area where turbulence modeling could fruitfully be applied. The simplest approximation
is to assume equilibrium condensation so that the vapor mixing ratio Hy and the liquid mixing ratio Hg are
given by

Hy+hy = H+h+ (Hg+hg-H-h)HHH+h-Hg -hg) (4.4.13)

Hy+ hy = (H+h-Hg+hg)F(H+h-Hg-hg) (4.4.14)

when # is the Heaviside function and Hs(p,T) the saturation mixing ratio given by Eq. (4.4.8).

It is fairly apparent that the ensemble average liquid water content given by

He = (H+h-Hg+hg)AH{H+h-Hg-hg) (4.4.15)

is not equal to the simple form

Hy = (H-Hg)H-(H - M) (4.4.16)

because liquid water content is physically a positive definite quantity. The exact specification of the
average 1liquid water content depends on the joint probability distribution factor, f(H,Hs). Sommeria and
Deardorff (1977) and Mellor (1977) assumed a joint Gaussian distribution about the mean for the 2
conserved quantites s and H to obtain a result which may be parameterized as

0 G: < - 1.6
Hgy =€02 x (Qz+ 1.6)%/6.4 -1.6 €Qz < 1.6
Q2 Qz > 1.6
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where
—rr 142
o, = [(h-hg)¢]
and

Q2 = (H 'Hs)/°2

Oliver, et al. (1978) adopted a somewhat more approximate procedure. They approximated the average liquid
water content as

H - Hg a < |H-Hgl
Hy = (4.4.17)
%(H-HS+A) 4 > |H-Hg|

where & is a characteristic measure of the size of the fluctuations which inay be partially saturaied and
partially unsaturated:

s = ) (Eg)‘lz (4.4.18)

The functions Hi/oz and Hg/& are quite similar functions of Qz and [H - Hg)/e, but &6 2 o2 so that the
latter approach leads to a broader transition region and more liquid water content over most of the
transition layer.

Water droplets are diffused by turbulence in the same manner as a gaseous species as long as the
particle is sufficiently small that it can faithfully follow all of the turbulent eddies. This will be
true whenever the relaxation time of the particle ty, the time required by a particle to reduce its
velocity relative to the gas by e-! when acted upon by the fluid drag only, is much less than the eddy
time scale A/q. Table 4.4.1 gives some values of Ty for different size particles with a density of
1 gn/cm®, Since A grows proportional to z near the surface, it is possible to estimate the height at
which qty/A = 1 for a given value of q (1 m/sec). At large distances above this height, there should be
no difference between the turbulent diffusion of a particle and the turbulent diffusion of a gaseous
species. For cloud droplets with diameters less than approximately 10 microns, the table indicates that
the only region where the particulate nature will generally make any difference to diffusion is within the
surface sublayer. When the droplet stopping distance is of the order of the turbulent microscale, or
larger, efficient deposition of fog droplets on the surface may be expected. It can also be seen from
Table 4.4.1 that the gravitational settling contribution to deposition velocity will only be important for
droplets of the order of 10 wm or larger.

Table 4.4.1. Aerosol Transport Properties

(Spherical particles with oy = 1 gm/cm? in air at
20°C, 1 ATM; and q = 1 m/sec)

Particle Relaxation Terminal Height at Stopping distance
diameter time velocity which microscale
2o Tt 9 qet, /A= 1 qé1y/ev

{um) {sec) (cm/sec) (m)
0.1 8.8 x 10-¢ 8.6 x 10-° 2.9 = 10-3
0.5 1.0 x 10-* 1.0 x 10-3 3.3 x 10-¢
1.0 3.6 x 10-® 3.5 x 10-3 0.12
5 8.0 x 10-5 7.8 x 10-2 12.3 x 10-% 2.7
10 3.2 x 10-% 3.1 x 10-!1 5 x 10-* 106
50 7.7 x 10-3 7.58 0.012 2.6 x 104
100 3.1 x 10-4 30.3 0.043 1.0 x 104

t Friedlander (1977)
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4.5 Thermal Radiation

The principal mode of transport of energy through the atmosphere is via thermal radiation, but the
relative transparency of the general atmosphere allows this energy to typically pass through a layer of
the order of 1 km thick without a strong interaction, Of course, the thermal radiation balance always
plays an important role in controlling the surface temperature and thus, at least indirectly, plays a
deciding role in determing the stability of the boundary layers as discussed in Chapter IIl. However,
under some conditions, particularly those involving fog or low-level clouds, thermal radiation absorption
depths may be greatly reduced and permit a strong interaction between turbulent transport and thermal
radiation within the atmospheric boundary layer. Also under nocturnal, clear sky conditions, the
radiation flux divergence may be stronger than the divergence of the turbulent heat flux. Thus, a general
model of the atmospheric boundary layer needs to at least include thermal radiation in the mean energy
equation. The extent to which radiative terms need to be included in the temperature correlation
equations remains unresolved. Andre, et al. (1978) argue that a radiative dissipation term in the
temperature variance equation is important for simulating the nocturnal boundary layer under even clear
conditions as long as there is sufficient water vapor present.

In formulating a description of radiant heat transfer, it is convenient to separate the direct solar
(short wavelength) from the terrestrial (long wavelength) fields. Each of these fields may be described
in terms of the one-dimensional (z) upward and downward frequency and angular averaged radiation
intensities F*, F~. These intensities are governed by the upward and downward transport equations in
integral form (Goody, 1964):

FHz) = (F*(z0) - I{zo)] t(zg,2) + 4(z) - (z',2) i&,—dz' (4.5.1)
20
z .
F=(z) = [F(zy) - e(zp)] (zp,2) + r{2) - f 1(:',1);‘:’7&‘ (4.5.2)
zh

The boundary values at the surface z = z, and boundary layer “top" z = z;, are F*(z5) and F-(zp),
respectively. The radiative cooling rate, 8, is given in terms of F*, F~ for either radiation field as

§ - % (F* - F-) (4.5.3)

and the total radiant heat flux is the sum of the direct solar heat flux and the terrestrial heat flux.

The absorption, scattering, and emissive properties of the atmosphere must be embedded in the source
function i(z) and the transmission function 1(z;,z,) between two levels z,,z;. A simple analysis
neglecting scattering of direct solar radiation was given by Oliver, et al. (1‘576). Their analysis
demonstrates that the influence of liquid water on the transmission function t is quite different for
solar radiation than it is for terrestrial radiation. For solar radiation the transmission function 1 is
modeled after Manabe and Strickler (1964) for water vapor and CO,. To account for liquid water, a
transmission Tfiq(ll,lz) was included as a factor in the total transmission ¢ of the form

tfiq(zl.z‘) = exp(~ g um) (4.5.4)

where m is the absorbing mass

2
m = /‘H;dz (4.5.5)
1

g is the diffusivity factor, and «® is the specific absorption coefficient for direct solar radiation by
water droplets. Feigel'son (1964) notes the solar absorption is not sensitive to droplet size for
wavelengths < 2 um. [ntegrating the spectral liquid water absorption coefficient tabulated by Feigel'son
over the direct solar spectrum, gives

aS = 16cmég-?

e e —— ~ Yoo
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For the terrestrial field, the transmission function for water vapor and COz follows that of
Feigel'son (1970) with the 1iquid water transmission included as a factor in the tranmission t of the form

I{iq = exp(- durm) (4.5.6)
Here T is the averaged liquid water absorption coefficient for terrestrial radiation which depends
strongly upon the droplet size distribution ranging in value from 200 to 1700 cméy~! (Feigel'son, 1970)
for spectral width average drop size radii ranging from 4.5 to 7 um. The droplet size effect on radiative
absorption may be maintained as a parameter through «l. Detailed inclusion of variation with droplet size
requires prediction of the droplet number density within a cloud or fog as well as the liquid water
content. Experimental evidence (Mack, et al. 1974) does not validate the simplifying assumption of
uniform droplet density in space. Their observations indicate an order of maynitude variation in droplet
number density through the boundary layer while mean droplet size varies by about 30%. A characteristic
value of ol for fog and stratus (mean drop radius ~ 6 um) is 600 cmég-1,

The significant difference between the absorption coefficients .5 and o« is noteworthy. The
absorption coefficents may be represented in terms of absorption lengths as

1 1

£ x's

T
L rad

rad (4.5.7)

ol p<Hp S b <HY

which are exhibited in Table 4.5.1 for various (spatial) average 1iquid water contents (H,). These values
indicate that water is radiatively more active with the terrestrial spectrum than the direct solar
spectrum for drops in the 4-10 um range typical of fog and cloud. This sharp difference in radiative
emission/absorption in the terrestrial and solar spectrum influences strongly the structure of cloud/foyg
cooling and the mechanism by which direct solar radiation evaporates away clouds or fog. These
implications are discussed in the following sections.

Appropriate boundary conditions for terrestrial radiative transport are F-~ = 0 at the upper boundary,
and F* = Bg (Bp is the blackbody flux) at the surface. For direct solar radiation, F~ is specified as
the incident downward solar flux at the upper boundary and F* = [F~ at the surface, where I is the surface
reflectance. [f the upper boundary for radiative transport is set at the atmospheric scale height, the
average liquid water content and average water vapor content of the atmosphere contained within the
radiative boundary layer above the top of the atmospheric boundary layer must be specified.

Table 4.5.1. Radiative absorption depths for fogs and stratus.

G- T

) Average
3 liquid water Direct solar Terrestrial
contents radiation radiation
Hy Had Had
(g kg-1) {m) (m)
Tenuous
fog 0.02% 20,000 600
0.1 5,500 167
0.2 2,700 83
0.4 1,350 41
Dense 0.8 700 21
stratus 1.0 500 16
tops
4.6 Fog

Shallow fogs in which turbulent transport dominates radiative transport may be modeled as a
straightforward extension of the surface layer analysis considered in Section 3.1. In the absence of
radiation and precipitation, the equations for ©s and H are similar to one another; both their mean
equatfons and the turbulent correlation equations. Thus, the distribution of vg - 650 and H - Hy as well

{ as_their turbulent correlations should be similar within the surface layer, and functions of 2/L and 2/2g
R only. As essentially noted by Taylor (1917), all fluid states in the surface layer should map onto a
straight line in the H - ©s plane which passes through the surface (Ho,®sg), and has a slope determined by

-~ the ratio of the surface humidity flux to the heat flux, He/Ogw.
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For saturated conditions at the surface, Oliver, et al. (1978) showed that surface fog is only
possible for a cold surface,

vs, <0, if H./es. > dg (4.6.1)
or for a warm surface
vs, >0, if H.les* < 8y (4.6.2)

where 8o is the thermodynamic derivative with respect to 9s of the saturation curve Hs.

p ~1
ALY ¢ Hs 2 .
%o (aus)p Tr AT\ Cp Ryl (4.6.3)

The fog regimes defined by Eqs. (4.6.1-4.6.3) are exhibited in Figure 4.6.1 as a function of surface
temperature and the relative humidity and temperature of the air at some distance above the surface.

An illustrative family of fog distributions as given by the similarity functions Eqs. (3.1.9) and
(3.1.11) is shown in Figure 4.6.2. Of particular interest is the structure of the liquid water profiles
in the fog layer for stable (¢ > 0) and unstable (¢ < 0) regimes. Stable fog layers have maximum Hg close
to the surface, and drop off sharply in liquid water content up to their maximum depth. Unstable layers
are well-mixed and do not show a pronounced maximum except for very thin layers 6/L << 1. Both families
of fogs deepen, and their maximum liquid water contents increace as their flux ratios He/6s. depart more
from the critical value B8¢.

Under what conditions will the surface fog layer be influenced by radiative as well as turbulent
transport? The surface turbulent heat flux will be determined by the temperature gradient in the surface
layer; but this gradient will also determine the maximum liquid water developed in the fog layer and
hence, the radiative emission from the layer. For a radiatively thin fog layer (8/1rad << 1), it is
possible to estimate the radiative to turbulent heat flux for the fog layer as

grad gl 8)(GT4/C,)(By - He/8ga) &n(8/29)
qt‘.urb - Un

(4.6.4)

For a nominal condition of a 300 K surface, (8 - Ha/uge] = ¢ x 10-5, and al = 500 cm/gm,

86:T(10 meters) T (se0 surface)

-0 -8 -6 -4 -2 0 2 4 6 8 10
i 1 1 ‘l [ 1
Warm - woter
fog

Tes = 304 T 80
300
9
:,: RH% (10 meters)
288
204 <+ 70
280
276
e 60

Figure 4,6.1 - Schematic showing the air relative
humidity and air-sea temperature differences required
for pure advective fogs.
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Figure 4.6.2 - Illustrative liquid water distribution in stable (¢ > U) and unstable
(. < D) surface layer advective fogs, Oliver, et al. (1978).
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Qturd T 2000u,

a result which depends only upon the strength of the wind and the depth of the fog. It takes a relatively
strong wind to make gqrad negligible compared to qturb, for & = 10 m, and zo = 10-3 m, a surface shear
velocity of us = 0.6 m s-1 (corresponding to a neutral wind at 10 m, of 14 ms-1) or greater is required to
make qrad less than 10% of qturb, Thus, radiation plays a significant role in most surface fogs of depths
greater than a few meters.

It is necessary to return to the full turbulent-radiative description to illustrate the general case
of fog formation with both radiant and turbulent transport. Oliver, et al. (19738) used the model
described in Sections 4.3 through 4.5 to predict the formation and structure of a comnonly observed class
of coastal fogs over water in which convection and radiation play equally important roles. Fogs are
frequently found to occur in coastal regions subject to stong upwelling and nonuniform surface
temperatures where winds bring the surface air from a region of cold water onto a region of warmer water
(warm surface fog). Such fogs have been reported and documented by Mack, et al. (1973) and Leipper
(1943). A stable, steady boundary layer running from constant temperature water to a region of linearly
increasingly surface temperature provides an archetypal example of such advective-radiative fogs. As a
result, an unstable mixed layer will be initiated, and fog may form in the newly developing layer.

The incident profiles for this illustration are characterized by a flux ratio of Ha/oye = 0.00015

under conditions where
H
(——*-) = 0,0006 .
W erit

The full profiles are determined by a wind velocity of 2.8 ms-1 and an absolute temperature difference of
+1°C at z = 20 m elevation above the sea surface of T = 13°C. Thus, the incident flow is in the cold
surface fog-free regime. Direct solar radiation was suppressed (simulating nighttime conditions). The
surface humidity was maintained at its saturation value at the surface temperature. Surface temperature
linearly increases from the origin by 0.5°C in 3 km. The response of this layer is shown in Figure 4.6.3.
The combined action of increasing surface temperature and radiative cooling generates a fog layer which
grows as the air is convected over the warmer water. Near the origin of the change in surface temperature
{x = 100 m), a thin fog layer of about 18 m depth exists with maximum liquid water content just above the
surface. At 1000 m the layer is 100 m deep. At this depth, the liquid water content has developed two
relative maxima - one near the surface and one near the fog top. This is because the 100 m deep foy band
is no longer radiatively thin, and fog-top radiative cooling is beginnning to dominate over surface
r?diaiiz'ive %ooling. The early stages of a temperature inversion formation at the top of the fog band are
also in evidence.

After the change from stable to unstable conditions, and the onset of radiative cooling, the local
He/ove shifts to a value of 0.0008. Such a flux ratio places a turbulent dominated layer in the warm
surface fog-free regime. Fog, nevertheless, exists in such a layer because of the radiative cooling
present. A convenient measure of the effect of radiation in a fog layer of thickness ¢ is an effective
radiative flux efad defined as

d
Un e‘ad = —1— ﬂ’l. dz .
DCD [}3
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Direct comparison of €f3d with vs« provides an assessment of the strength of radiation transport compared

to turbulent transport in the fog layer. For this warm surface advection fog, of3d/gse is ~ 0.5. The
role of radiation is therefore pivotal in its evolution.

The structure of radiative cooling in the fog is shown in Figure 4.6.4. In the first 1000 m, maximum
radiative cooling is concentrated at the surface, but then begins to shift upward into the center and top
of the cloud bank as it becomes radiatively thick to terrestrial radiation. The turbulence level depicted
in Figure 4.6.5 shows a steady increase with x as the unstable mixed layer grows with the maximum
turbulence levels concentrated in the center of the cloud bank.
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4,7 Boundary Layer With Stratus Cloud

A boundary layer over a large expanse of water capped by a subsidence inversion will turbulently
ingest moisture from the surface. Long-wavelength cooling of the water-vapor-laden air may then lead to
condensation somewhere within the -layer. Calculations using relatively similar turbulence closure models
have been made by Oliver, et al. (1978), Yamada and Mellor (1980), and Moeng and Arakawa (1980). 1In an
expansive basin or region influenced only by advection in the form of a steady subsidence, a periodic
steady state may form in which a solar driven diurnal cycle exists about a mean boundary layer state with
a steady mean inversion height controlled by the radiative conditions (season and latitude), surface
temperature, and upper conditions (wind, water content and subsidence) set by the larger circulation.
Such an episode was illustrated by Oliver, et al. (1978) for conditions approximating the sumwner stratus
layer off the coast of California.
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The conditions for this illustration were selected to generally conform to the conditions described
by Neiberger {1944), and more recently observed by Mack, et al. (1974). Surface boundary conditions are
established for a fixed temperature sea state of 17°C, surface water mixing ratio at saturation, and
surface roughness determined by Froude scaling. Radiation conditions are for latitude 4U°N at summer
soltice. Geostrophic conditions set an upper level wind, Ug, of 10 ms-! and subsidence whose
characteristic value is 0.5 x 10-5 s-1 (Neiberger, et al. 1961; Lilly, 1968). Initial conditions (which
will be lost after several days of simulation) were selected to correspond to a mildly stabie temperature
profile with a lapse rate asv/ez = 0.003°Cm-! and a clear sky with an initial relative humidity of 0.9.
The calculation is begun shortly before sunset the first day and runs for six days. Behavior duriny
daylight hours must be considered somewhat approximate in this illustration, because droplet scattering of
1 direct solar radiation which would reduce solar penetration inte the cloud interior was neglected.

The quasi-periodic evolution of cloudiness in the boundary layer is shown in Figure 4.7.1., The
stratus grows both downward and upward during nocturnal periods and thickens until sunrise, when the solar
heating begins to disperse the stratus. Radiative cooling is dominant at the cloud top and produces an
unstable lapse rate within the cloud. A correspondingly enhanced turbulence production is also maximum in
nocturnal periods and in the upper portion of the cloud. The radiation cooling at the cloud top
strengthens the capping inversion which oscillates up and down over the period of the diurnal cycle.
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Figure 4.7.1 - Diurnal variation of cloud base and top and heat and moisture fluxes at
i surface. Oliver, et al. (1978).

We note that the predicted cloud base in these diurnal cycles is highest in late afternoon and lowest
in early morning (Figure 4.7.1), while cloud top is highest in early morning and lowest in late afternoon.
Correspondingly, the inversion height is highest in early morning and lowest in late afternoon - a result
which is opposite to that in Section 4.1 for inversion height cycles driven by solar heating in the
cloud-free boundary layer. This predicted result is in accord with the stratus observations of Neiberger
» (1944) as well as those of Mack, et al. (1974) in which they detected a diurnal variation of inversion
: height in the presence of California coastal stratus which regularly showed maxima in the early morning.
’ It is, of course, the radiative-turbulent drive of cloud-top cooling which allows the radiating layer to
propagate condensation upward during the night while turbulence cools the cloud interior below.

! . Some summary aspects of this illustration in comparison with the observations of Mack, et al. (1974)

' ’ which guided the choice of boundary conditions are as follows. The typical liquid water content of the |
theoretically generated stratus was 0.1-0.2 g/kg compared to 0.1-0.3 g/kg observed. The average heiyht of
the stratus base was 50-200 m (theoretical) compared to 0-200 m (observed). The average height of stratus
tops at maximum inversion were 600-800 m both predicted and observed. The theoretically predicted cooling
rate 100 m below cloud top between 0100 and 0300 local time for the last two days of the simulation was
0.023°Ch-1 compared to values of 0.025°Ch-1 between 0100 and U500 observed. The amplitude of the vertical
diurnal motion of the cloud base was 100-150 m predicted, compared to observations of 50-150 m.,

We have seen that radiative-turbulent coupling of subsidence capped stratus layers propagates the
base downward during nocturnal cooling. If the base propagates completely to the ground, a fog is formed
at the surface. This class of fog event is common in coastal California during periods of strong
subsidence and has been described by Leipper (1948) and Mack, et al, (1974). Several atmospheric fluid
mechanisms have been postulated to explain this class of fog event including vertical convection driven by
the sea-breeze land-breeze cycle (Neiberger, 1944), and radiative cooling of stratus during the night
(Mack, et al. 1974). The single necessary condition all observers note for this class of fog is the
existence of the late afternoon or earl,y evening inversion height at about 400 m or fower. The typical
clear summer afternoon temperature profile is as indicated in Figure 4.7.2, as measured by Mack,
et al. (1974). A strong upper inversion exists above the inversion height zi with lapse rate yy typically

[ about 0.04°Cm-1, A transition region of thickness az=40 m exists above zi with lapse rate of 0.01°Cm-1,
while below the inversion, the lapse rate {s -0.015°Cm-1, Figure 4.7.3 shows the resulting liquid water
content contours of a calculation which begins with such an initial profile over a fixed sea surface

b state, as calculated by Oliver, et al. (1978). Injtial relative humidity is 0.97 in the region up to the
fnversion falling off to a value corresponding to a mixing ratio of H = 0.001 over the region of the
transition zone. The calculation was done for solar inclination at soistice and begun at 1900 local time.

L—_‘____________________‘ |

Rhank 3




* ve—

44

LIQUID WATER 1SOPLETHS

tmaa® 47 /g

lopse ratesI",

Clear Califormig summer gfterngon

T Strong upper inversion 10 %
|Agv,°"'.:° h:imldwy 97 % in mixed 02 9/kg
z,, T, Tinversion height
I
it r
Figure 4.7.2 - Typical late afternoon
|3 20

temperature profile measured by Mack, et
al. (1974).

Figure 4.7.3 - Evolution of fog resulting from
the lowering stratus. Fog shows some tendency
to form at surface just before downward
propagating stratus reaches the surface.
Oliver, et al. (1978).

The measurements of Mack, et al. (1973) of liquid water content in stratus lowered to the surface and
for conditions typical of the present calculation indicate liquid water content ranginy from U.l to
0.2 g/kg and increasing from the surface upward into the cloud. This trend is consistent with the
calculated results, although the calculated water content near the surface is less than measured most
Tikely due to the presence of drizzle in the measured case.

There is a laryge difference between direct solar and terrestrial absorption lengths. Because of the
strong terrestrial absorption and emission of the water droplets, the cloud top is in strong radiative
cooling which dominated over solar heating even in daylight hours. Oirect solar radiation is absorbed
mych deeper within the cloud interior. Evaporation by solar heating occurs rather uniformly throughout
the cloud because of the long absorption length for solar radiation. Strong cloud-top cooling brought
about by the short terrestrial absorption length provides the instability and turbulence production
machinery for the cloud to turbulently transport the heat deposited by the sun in its interior. The
details of this turbulent transfer can be seen in Figure 4.7.4 where the turbulent heat flux is shown
directed from cloud base to cloud top. It should also be noted that heat flows turbulently downward above
the cloud top to the strong radiatively cooling surface. This heat flux is supported by the turbulence
wr]\icg has diffused a few tens of meters above the cloud top into the stronyly stable region above the
cloud.
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Figure 4.7.4 - Turbulent virtual heat flux for
stratus lowering fog at time of stratus
formation (0130), lowering to surface (0500),
and 1ifted state {1500). Oliver, et al, (1978).
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It is noteworthy that the corresponding turbulent moisture flux is always positive, representing a
continuous flow of water from the sea surface upward into the cloud. At no time (after stratus formation)
during the course of lowering and raising is the water flux negative, indicating a diffusion of water
downward from the cloud to the region below the base. Hence, the relative downward flow of water from a
radiatively cooling cloud could only take place by precipitation which is not included in the present
calculation. Precipitation transport of water down to the subcloud region will enhance the liguid water
tevel in that region. It also provides a mechanism for the removal of liquid water.

The calculations provide some insight as to the appropriateness of the entrainment hypotheses upon
which simple cloud-top mixing models are based (e.g., Lilly, 1968; Schubert, 1976). In Figure 4.7.4, the
distribution of the turbulent heat flux in diurnally varying stratus indicates that the virtual heat flux
has a positive definite average over the layer and through the cloud top where a small region of negative
flux exists. Thus, Ball's hypothesis that the average should vanish (Ball, 1960) and the corresponding
maximum entrainment condition which follows from it, are not descriptive of a cloudy layer. This
turbulent-radiative mode! indicates that, on average, radiative transport is as important as turbulent
transport in the subcloud region.

The overall turbulence levels are shown in Figure 4.7.5. In the early morning when stratus covers
only a small portion of the initial mixed layer, the turbulence levels have a typical dry mixed-layer
structure. After the clowd base rises, the confinement of radiative cooling to the cloud top and the
presence of heating in the cloud interior skews the distribution to concentrate and locate the maximum
turbulence levels near the cloud top.

s |
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Figure 4.7.5 - Turbulence levels in a stratus
lowering fog at the times and conditions of
Figure 4, 7.4,

This calculation indicates that radiation cooling and the corresponding turbulence production it
effects at a stratus top, cools the atmosphere, and propagates the cloud top upward and cloud base
downward. The effective region over which the cloud base may be propagated away from the top by
turbulence production at the top during the nocturnal period is determined by the long-wavelength
radiation absorption length and by the turbulent scale length over which turbulence may be diffused
downward from the top of the base. For these typical stratus conditions used as the basis of the
calculation, we find the region to be 350 m (Figure 4.7.3). The empirical observation that the downward
propagating stratus base can reach the ground during nocturnal cooling, while the cloud top is at 400 m or
lower, is quite consistent with this result.

Thermal radiation has been shown to play a significant role in atmospheric fog and stratur cloud
events., [llustrations of the dynamics of a turbulent, radiatively coupled low-level atmosphere =z warm
water fog and subsidence-capped stratus show consistent quantitative features found in observatic-s of
such fog and cloud. Inversion heights with cloud in the boundary layer are predicted to have maxima in
early morning and minima in late afterr 1 in contrast to the diurnal behavior of inversion heights in a
dry boundary layer over land. Stratu. is shown to propagate both downward and upward during nocturnal
cooling periods under the influence of the radiant/turbulent driving mechanism located in the cloud top.
If the late afternoon inversion height is low enough, the stratus is predicted to reach the surface.
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V. Organized Features within the
Atmospheric Boundary Layer

In even quite chaotic turbulent flow, it has long been recognized that individual organized features
may be discerned if the flow is inspected carefully enough. Leonardo da Vinci's sketches of flow in the
hydraulic channels of his day clearly show this. wWhen simulating the atmospheric boundary layer, we must
decide when to seek to resolve particular features rather than to ensemble average over them. Particular
features may be resolved, using a model of the type discussed in Chapter 2, by incorporating the boundary
conditions for the feature into the boundary conditions for the mean variables.

The most ambitious calculations of this type have been Deardorff's (1972, 1974a and b) completely
3-D, unsteady calculations of neutral and unstable planetary boundary layers. He found little difference
between the results of his second-order closure calculation, and that using a simpler eddy viscosity
approach, This is consistent with the premise that he was able to use a sufficiently fine mesh size in
his caleulation so that the major contributions to the turbulent correlations were resolved as part of the
mean flow calculation. The small scale motion was needed to dissipate turbulent energy, but the details
of how this energy was dissipated at this small scale appeared relatively unimportant to the dynamics of
the larger scale motion. Our purpose herein is not to look at the flow in this great detail, but rather
to consider a few situations where organization of the large scale flow is particularly important.

A1l of the examples considered in detail in this chapter involve a two-dimensional symmetry, either
planar or axisymmetric, of the large scale flow. The three-dimensional, smaller scale flow must be
represented by the closure modeling. Thus we expect closure to be less critical to these flows than it is
to the strictly one-dimensional simulations, but more critical than it is to a fully three-dimensional
simulation. The particular features chosen to be discussed in detail reflect a personal bias. Other
features which may be fruitfully simulated in this 2-D manner are the coastal, sea-breeze, circulation
(Pielke, 1974b; Lewellen and Teske, 1976b); frontal dynamical interaction with the surface, topography
}'nduced features (see review by Hunt, 1980); and internal wave dynamics in stable regions of the boundary
ayer,

Some features are inherently three dimensional. These continue to present a real challenge to the
turbulent transport modeler. Generally, further compromises must be made in modeling the turbulence in
order to permit the added nunerical complexity inherent in fully 3-D, unsteady calculations. Yamada, in
his 3-D simulations of flow in the neighborhood of a cooling pond (1979}, of flow in a complex mountain
terrain (1980), and of lake breeze circulations around Lake Michigan (1979), has used the one-dimensional
turbulent transport model given in Eqs. (2.3.29 and 2.3.30). Pielke (1974a) and Tapp and White (1976) all
use O'B»{ien's (1970) eddy viscosity parameterization in their 3-D simulations of the sea breezes over
south Florida.

The brief sampling of analyses of organized boundary-layer features presented within this chapter are
not meant to imply that most such features are well understood. Quite the opposite is true. Even under
conditions typical of a "horizontally homogeneous” fair weather boundary layer , Barnes, et al. {1980)
found up to 20% of the “"turbulent" fluxes to be transported by eddies of the order of 10 km wide. Much
remains to be learned about such features.

5.1. Flow Over an Abrupt Change in Surface Conditions

The simplest type of feature is that which regularly occurs whenever there is an abrupt change in
surface conditions. An internal boundary is induced with it's thickness growing downwina of the surface
change. Calculations have been made by Rao, et al., (1974) and by Lewellen, et al. (1974) of both the
transition from rough-to-smooth and smooth-to-rough surfaces. The results of both caiculations are
compared, in Figure 5,1.1, with the surface data of Bradley (1968), who recorded velocities and surface
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Figure 5.1.1 - Response of surface shear to step change in surface roughness. Lewellen
(1977) (——); Rao, et al, {1974) (----). Data from Bradley (1968). (a) Smooth to rough
2y = 0.002 cm, zy = 0.25 cm; (b) rough to smooth z4 = U.25 cm, zg = 0.002 cm,
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shear stress at a little-used airfield in Australia. The calculations begin with the velocity and
turbulence components in equilibrium for one value of aerodynamic roughness, z§. The surface boundary
condition is changed to that appropriate for the new value of z, at x = 0. When both runs are allowed to
continue far downstream, the turbulence comes into equilibrium with the new value of 25. Rao, et
al. (1974) used the second-order closure model developed by Wyngaard and Cote (1974) which has somewhat
different modeled terms than those given in Chapter II and used in the calculations by Lewellen, et
al. (1974). Both calculations show reasonably good agreement with the observations. The major adjustnent
in surface shear stress is made within a few meters, but a distance of the order of a several tens of
kilometers is required for the complete boundary layer to make its transition.

A similar sharp change in the boundary layer structure occurs when there is an abrupt change in
surface temperature. This is often seen along shorelines where temperature differences between the 1and
and water may easily exceed 10°C. This leads to what Lyons (1975) has termed a thermal internal boundary
layer (TIBL). Relatively cold air flowing over a warmer surface leads to a growing layer of increased
turbulence produced by buoyancy.

5.2 Longitudinal Roll Vortices

The type of large scale coherent structures which occur most often in the boundary layer are eddies
which extend the full height of the mixed layer in the form of longitudinal roll vortices aligned close to
the direction of the mean wind. An example of the clouds resulting from this motion are shown in Figure
5.2.1. when the boundary layer is treated as spatially homogeneous, the motion of these roll vortices
must appear as part of the turbulence. To examine the relative contributions of the smaller scale random
turbulence and the relatively organized large scale rolls, a two-dimensional calculation was performed in
the (y,z) plane perpendicular to the axis of the rolls (Lewellen, et al. 1980). Periodic boundary
conditions were applied so that the domain covers a wavelength A in the y direction. The vertical domain
extended from the surface (represented by an effective roughness zo) to slightly above the capping
inversion. The coordinate system permits the horizontal roll vortices to appear as part of the ensemble
mean motion when calculating the unsteady flow in the unstable boundary layer.

Figure 5.2.1 - Apollo photograph of Georgia Coast,
1700 Z from 125 miles high. From Brown (1974).
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The numerical code partitions the energy between the mean background motion which is a function of
the vertical coordinate only; the mean quasi-periodic, two-dimensional, roil vortex motion which is a
function of z and y; and the more random turbulent motion which, although three-dimensional in character,
is only a function of y and z in the mean. The energy in the organized roll motion varies with the ratio
of the wavelength, A, of the roll to the inversion height, z;; the instability of the layer as measured
by the ratio of the Monin-Obukhov length, L, to zj; and the angle, «, between the roll axis and the
geostrophic wind. Figure 5.2.2 illustrates the cross-sectional structure of the stream function of the
roll motion for an angle of -10°, A/zi = 3 and L/zi = -0.1 to approximate observations. Surface
conditions are chosen appropriate for a sea surface at constant temperature. Results are scaled in terms
of the characteristic velocity

173
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to mim‘mi;e the ir)fluence of changes in w—uv'. (The angled bracket represents an average over y.) The
geastrophic velocity is held at Ug = 10 m/s throughout the calculations.

1.2,

1)
..4
2/
.6/
m/y
.2
)
o N . -'1# A A\ J’.—A-"
T.8 =376 -.26 -.126 O 126 .28 376 <8

y/\

Figure 5.2.2 - Roll stream function contours for the example case of a = -10°, A/zj = 3,
L/zy = -0.1. The profiles are normalized by a maximum value dwpax/wezj = U.287
(By = y - <y}, with 19 denoting $90% of maximum value; %7, /0%, etc. The arrows
indicate flow direction. (Lewellen, et al., 1980).

The corresponding cross-sectiona) structure of the turbulent kinetic energy and the humidity are
shown in Figures 5.2.3 and 5.2.4. The numerical results for the relative contributions of the mean roil
motion and the roll modulated turbulence to the transport of momentum and heat compare reasonably (Teske
and Lewellen, 1979) with the observations of LeMone (1976).

In Figures 5.2.3 and 5.2.4, the background levels have been removed; hence agq? shows some regions of
negative values. The updraft region shown in Figure 5.2.2 produces a band with a spread of about 0.25 A
which has greater than background C and q%, The rest of the q region is dominated by a much broader area
of less than average values of aq%. Figure 5.2.4 shows a noticeable, almost jet-like character to aC.
The heat flux is concentrated upward in the same region also, producing a temperature overshoot.

The vertical structure of the flux of a species such as humidity from the surface is shown in Figure
?_.1.5. At the surface, the vertical transport is all carried by the small scale turbulence designated by
wC), but at z/zi ~ 0.4, approximately 2/3 of the vertical flux is contained in the mean roll motion
designated by <WC>. The heat flux structure is similar (Lewellen, et al. 1980) except for an undershoot
in (We> above 2/z{ =~ 0.75 forced by the capping inversion.
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Figure 5.2,3 - Perturbation turbulence contours for the conditions given in Figure 5.2.2.
Here aqd, /wé = 0.4 is the normaiizing maximum value.
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Figure 5.2.4 - Roll species contours for the conditions of Figure 5.2.2. The normalizing
maximum value 15 8Cp, we/CWg = 6.62.
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two-dimensional predictions  for
vertical velocity variance. For the
two-dimensional calculation, the
y-averaged, large scale roll
contribution is denoted by <W¢> and
the smaller scale turbulence by
<wwd

If the closure modeling were exact, the one-dimensional (horizontally homogeneous) analysis of this
problem, which averages over the periodic large eddy roll structure and treats the roil energy as part of
the turbulent kinetic energy, would yield the same answer as obtained by horizontally averaging over the
two-dimensional result. Since the two-dimensional computation allows the dominant large eddy structure to
be determined, the closure modeling should be less critical in this computation tham it is in the
analogaus one-dimensional computation. In fact, a 2-D, large eddy model using eddy viscosity by Mason and
Sykes {19803) shows many of the same features demonstrated here. Far this phenomenon, which has a strong
two-dimensional character, our model represents an intermediate step between depending completely on
closure modeling and depending on sub-grid closure modeling. Thus, the two-dimensional result can be used
to check streagths and weaknesses of the one-dimensional modef.

The separate components of the velocity variance are shown in Figures 5.2.6 through 5.2.8. There is
a reasonable comparison between the vertical variance predicted by the one-dimensional model and the
spatial average of the two-dimensional results. But the other two components show significant

differences.

1.0

] )
R ] K R
figure 5.2.7 - Comparison between l;:‘gure 5‘2‘08“ e_'df::::i':::{' betn;:g

the one-dimensional and
two-dimensional predictions  for
transverse velacity varfance, For
the two-dimensional calculation, the
y-averaged, large  scale roll
contribution is denoted by <V and
the smaller scale turbulence by
v,

two-dimensional predictions for
Tongitudinal velocity variance. For
the two-dimensional calculation, the
y-averaged, large scale  roll
contribution s denoted by <U%> and
the) smaller scale turbulence by
uud.
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. The analogous comparisons of the vertical momentum flux and the vertical heat flux are shown in
Figures 5.2.9 and 5.2.10. In the middle of the mixed layer, a major portion of the turbulent transport is
carried by the large roll structure. Both models predict a heat flux which is counter gradient over
approximately one-half of the mixed layer depth. The two-dimensional model predicts a larger undershoot
in the heat flux near the inversion. This undershoot in the heat flux is forced by the large eddies
overshooting their thermal equilibrium position. The two-dimensional model can resolve this motion but
the one-dimensional model must rely on the third-order modeled terms to correctly incorporate the results
of these large eddies. The two-dimensional model is also able to account for more influence of the wave
motion in the stable region than is represented in the one-dimensional model. This large difference in
the two models is also apparent in Figure 5.2.11 which shows the temperature variance. By far, the
largest contribution to temperature variance at the top of the mixed layer is the wave motions induced by
the large rolls. However, even the small scale turbulent variance is approximately a factor of two larger
than that predicted by the one-dimensional model at z/z5 = 1,
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Figure 5.2.9 - Comparison between the

one-dimensional and two-dimensional predictions for
the vertical 1longitudinal momentum flux. The
y-averaged roll contribution_ is denoted by <UuW> and
the turbulent transport by <uwd.

Figure 5,2.10 - Comparison between the
one-dimensional and two-dimensional predictions
for the vertical heat flux. The y-averaged roll
contribution is denoted by <Wv> and the
turbulent transport by <we>,
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Figure 5.2.11 - Comparison between the J
one-dimensional and two-dimensional predictions for
the temperature variance. The y-averaged roll
contribution is %enoted by <04> and the turbulent
contribution by <v4>,

Figures 5.2.6 through 5,2.11 show that although the turbulent transport compares quite favorably for
these two models, there is considerably more kinetic energy near the surface and near the inversion in the
more correct two-dimensional model. The deficiencies of the one-dimensional model appear to reflect the
difficulty of modeling with an anisotropic turbulent macroscale. It is clear from the two-dimensional
simulation as it is from field observations, that at both the top and bottom of the domain, the
characteristic horizontal scale of the turbulence is much larger than the characteristic vertical scale.
It appears that the next step in improving the model calls for incorporating some structural shape in the
scale representation, as discussed in Section 3.3,

The roll structure shown in Figure 5.2.2 should be expected to be a function of zj/L. The exact
dependence remains to be unraveled, but I would expect it to lead to some modification in the aspect ratio
of the rolls and their alignment with respect to the mean wind. A better definition of this dependency
can possibly permit satellite pictures of this commonly visible boundary layer feature to yield useful
information about the concurrent boundary-layer structure. Figure 5.2.12 shows the winter time

’ obervations of roll clouds over the Bering Sea. As reported by Walter (1980), such pictures may be
b analyzed to obtain quantitative information about the boundary layer thickness and its rate of growth.

Figure 5.2.12 - (a) NOAA-4 satellite photograph of
the Bering Sea showing the ice edge and roll clouds
. (2127 GMT 19 March 1975). Walter (1980).
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5.3. The Thunderstorm Downdraft cnd Associated Gust Front

If convection is much stronger than advection locally, then the dominant eddy may appear as a
combination of ring vortices about the same verticai axis. Natural cumulus clouds and plumes from large
heat sources are examples of such vertical plumes driven by buoyancy. We consider here an example of such
an axisymmetric eddy driven by negative buoyancy. This downdraft leads to horizontal divergence in the
boundary layer. The positively buoyant plume leads to horizontal convergence, which will amplify any
ambient vertical vorticity. Thus strong upward plumes may be expected to strongly interact with the
\ilergical vogt‘i‘city component. The extreme example of this type of flow, the tornado, will be considered
n Section 5.4,

The gust front caused by the cold outflow emanating from a thunderstorm has been modeled by Mitcheil
(1975) using a constant eddy viscosity model and by Teske and Lewellen (1977) using an axisymmetric
implementation of the second-order turbulence model given in Chapter 2. The simulated flowfield is
illustrated in Figure 5.3.1. The outflow from the thunderstorm is idealized as a cold jet of t rature
o(r) impinging normal to the ground, released at a height zp,, with vertical velocity u?x? The
temperature defect below the ambient temperature is caused by evaporation of falling rain by relatively
dry air at some altitude z > zgay.

Wz-)Om/sec ©:-10°C

(A)

1I0km

Figure 5.3.1 - Coordinate system for the

axtsymmetrical thunderstorm downdraft interacting
with the surface to form a gust front.




The primary variables in this simulation are the temperature defect (below ambient) of the jet, its
diameter, and the height at which it is released, The larger scale updraft within which the downdraft is
embedded plays a role in retarding the late-time gust front within the computational domain, but should
no% be a critical factor as long as the inflow velocity is smaller than the resulting internal simulated
velocities.

The other critical parameters are the surface temperature, the surface roughness, and the
stability of the ambient atmosphere.

One way to follow the structure of the developing gust is to observe the movement of a temperature
isopleth, in this case © = -2°C, as shown in Figure 5.3.2, for the simulation sketched in Figure 5.3.].
At t = 0, the initial linear profile is shown, but by t = 200 sec, the structure has developed into a
moving front. At t = 340 sec, the front has torn away from the downdraft region. At later times, the
strength of the gust decreases as the effect of the area change becomes more important.

However, the
height of the gust appears to grow slowly, so that by t = 1000 sec, the © = -2°C line reaches nearl; : km
in altitude at a distance of nearly 8 Km from the source centerline. The front is still quite strong at
this point, and is moving outward at approximately 2.6 m/sec with maximum horizontal winds within the
outflow of approximately 25 m/sec.
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Figure 5.3.2 - The evaluation of a simulated gust front as shown by isopleths of constant
temperature defect (e = -2°C) at several times after initialization. (Teske and Lewellen,
1977).

When this numerically simulated front is visualized in terms of the temperature defect intensity, the
leading edge appears as shown in Figure 5.3.3. There is a very strong qualitative similarity between this
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Figure 5.3.3 - The leading edge of the gust front shown in Figure 5.3.2 when visualized
in terms of temperature defect intensity.
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picture and the gust front as visualized by dust in Figure 5.3.4 (also see Turner, 1973). The
quantitative predictions of maximum mean velocity, velocity shear and variance also appear consistent with
available observations. As part of a study to evaluate hazardous conditions for aircraft operations, a
sensitivity analysis has been performed on the gust front as a function of five different dimensionless
physical parameters (Teske and Lewellen, 1978). We will return to this in Section 6.2.

Figure 5.3.4 - The leading edge of a thunderstorm
gust front as marked by dust. (Photo by Andrew
Watson, Miami, Florida, 1975).

5.4. Tornado Boundary Layer

The horizontal convergence induced by positively buoyant plumes or updrafts generally leads to some
amplification of ambient vorticity. At the barely discernable level this leads to the small whirls in the
steam fog rising from a warm water pond on a cold morning. The common dust devil provides a somewhat
larger, and more impressive demonstration of this phenomenon. Generally larger and still more impressive
is the water spout. Finally, the most awesome example of this type of flow is the mature tornado.

Recent reviews of tornado dynamics have been given by Davies-Jones (1980) and Lewellen and Sheng
(1980b). Although the precise conditions necessary for the birth of a tornado are still subject to some
speculation, the two essential ingredients are: (1) an ambient conditional instability generated by
abundant moisture in the boundary layer capped by a dry air mass in the mid troposphere; and (2) ambient
vertical vorticity in the form of a mesocyclone which may be generated by the amplification of the
vorticity associated with the earth's rotation. Numerical simulations (e.g., Klemp and Wilhelmson, 1978)
and aual Doppler radar observations (e.g., Brandes, 1977) also demonstrate a critical role for vertical
shear of the ambient horizontal winds in organizing the most severe storms.

The ambient conditional instability is released through condensational heating in the uplifting of
the moist surface layer air and evaporative cooling in the sinking of the dry mid-tropospheric air. The
vertical shear in the horizontal wind allows both the updraft and downdraft to become well developed
before they interfere with each other. Both the Doppler observations and the numerical simulations also
suggest that the tilting of the ambient horizontal vorticity is as important in the generat.on of
vorticity as the convergence term.

A vertical jet or plume issuing into a horizontal crossflow generates a pair of vortices with equal
magnitude and opposite sign circulation. The magnitude of the vorticity generated in this manner should
be of the order of the product of the distance between the vortex pair and the relative velocity between
the plume and the crossfiow divided by the square of the radius of the region of concentrated vorticity.
Thus a 10 m/sec relative velocity, a 10 Km distance between the pair, and a 3 Km region of concentrated
vorticity lead to a value of vorticity of the same order as that found in the mesocyclone (~ luU-¢sec-l).
As long as the vorticity generated by this tilting process is of the same order as that resulting from the
convergence of the ambient vorticity due to the earth's rotation, the cyclionic member of the vortex pair
is essentially doubled while the anticyclonic member is nearly eliminated. The remaining single
mesocyclone tends to bear to the right of the ambient wind direction.

A fully 3-0 model is required to simulate the total storm, including all the important vorticity
generating terms. However, a restricted region about the central core of the tornado may appropriately be
modeled as axisymmetric, with flow into and out of the boundaries of the computational domain. An
axisymmetric version of the basic turbulent transport model presented in Chapter 2 has been used to
simulate this tornado core boundary layer (Lewellen and Teske, 1977)., Figures 5.4.1 through 5.4.3 show
the results of a computer simulation chosen to show a resemblance to the 1974 Xenia, Ohfo tornado. For
this simulation, the domain's outer radius and top are both placed at 400 m. The surface roughness is
taken to be large (0.4 m) to correspond to a relatively urban area. All components of the velocity are
specified at the outer radius inflow boundary and relatively free zero slope conditions are applied at the
top of the domain,
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Figure 5.4.1 - Mean tangential velocity contours as
predicted by an axisymmetric tornado model. Contours
labeled in tenths of maximum V, and radial and
vertical coordinates normalized by the radius at
which V., occurs.
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Figure 5.4.2 ~ Mean radial velocity contours as
predicted by an axisymnetric tornado model. Contours
labeled in tenths of maximum V, and radial and
vertical coordinates normalized by the radius at
which V., occurs.

Figure 5.4,3 - Mean vertical velocity isopleths for
the simulated tornado. Contour notation is the same
as in Figure 5.4.1, except normalization is by

0.510 Vpy, .
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The mean tangential, radial, and vertical velocity fields given in Figures 5.4.1 through 5.4.3 are
normalized by the maximum tangential velocity which occurs at r =~ 180 m, z =~ 100 m. The absolute value of
the maximum velocity depends strongly on the relatively uncertain inflow and outflow boundary conditions.
However, when the model result is scaled to give a Vpax in agreement with the photogrammetric analyses of
Umenhofer and Fujita (1977), the vertical distribution of tangential velocity at r = 180 m is given in
Figure 5.4.4. Although the wind scale is set by the observations, the vertical distribution and the
fluctuations about the mean are predicted by the model. Figure 5.4.5 shows a similar representation of
the vertical velocity. With the velocity scale set in the previous figure there is no arbitrariness in

the predictions of Figure 5.4.5.
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Figure 5.4.4 - Comparison between the swirl velocity
profile predicted by A.R.A.P.'s model at r = 180 m
(Lewellen and Teske, 1977) and the observations of
Umenhofer and Fujita (1977). Dashed line represents
the predicted r.m.s. fluctuation about the mean solid
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Figure 5.4,5 - Vertical velocity distribution at the
same radfus and for the same conditions as

Figure 5.4.4.




T N YT —rr——, -

58

Model sensitivity analyses show the flowfield to be most dependent on the ambient vertical vorticity
and horizontal convergence occurring in the parent thunderstorm, and on the surface roughness. When dual
Doppler observations (Brandes, 1979) are used to impose the boundary values of vorticity and convergence
at 1 Km radius and 1 Km height, the model s consistent with the estimate that velocities within a tornado
will very rarely, if ever, exceed 125 m/sec (Lewellen and Sheng, 1980).

A dominant feature of all of the flowfields computed (Lewellen, et al., 1979; and Lewellen and
Sheng, 1979, 1980) is that the maximum winds occur at quite low altitudes. The surface layer plays the
rather paradoxical role of increasing the velocity in the neighborhood of the ground at small radii,
before actually reducing the velocity to zero at the surface. The strong radial inflow in the surface
layer permits the streamlines to penetrate to smaller radii here than at higher altitudes. Even without
total conservation of angular momentum, this permits higher swirling velocities to develop. The
simulation also predicts that the r.m.s. average of the velocity fluctuations reaches values as high as
0.3 Ymax. The time scale of the eddies is such that the average strong eddy should have a life span
somewhat less than one period of revolution for the tornado. This large magnitude of the fluctuating
velocities indicates that they should be considered in setting design criteria. The maximum damage will
occur in swaths where the instantaneous fluctuating velocities add to the local mean velocity. Such
damage patterns are often observed (Fujita, et al., 1976).
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VI. Example Applications of Particular Interest

6.1. Dispersal of Industrial Plumes

As noted in the introduction, one of the vital services that the atmosphere provides is the dispersal
of waste products from the machines man has invented to serve himself. The capacity of the low-level
atmosphere to perform this function varies strongly with meteorological and specific site conditions. A
large number of semi-empirical models have been developed to predict this capacity as part of the process
of deciding what facilities may be built where. The status of the most standard of these models have been
reviewed by Turner (1980). Our purpose herein is not to review the excellent expositions given on
atmospheric diffusion by Pasquill (1974), Csanady (1973), and Dobbins (1979), but rather to briefly
discuss the subject in the context of turbulence modeling.

As must be evident from the preceeding chapters, the motion of the lower atmosphere has a rich
variety of modes for transporting and intermixing species. Practical methods of predicting dispersal
necessarily aim at greatly simplifying these mixing processes rather than attempt to solve for the motion
in minute detail. In attempting to describe an effluent plume of a nonreacting conserved species, the
most important features are the mean wind which determines where the plume will go, and the rate of spread
of the plume in the plane perpendicular to its mean trajectory. The spread of the plume may be measured
by

f Creda
-ce <Cré>

= = (6.1.1)

<>
f CdA
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where the integrals are carried out over the plane perpendicular to the mean trajectory of the plume. An
equation for the rate of spread may be obtained by multiplying Eq. (2.1.9) by r4 and integrating, i.e.,
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When the flux goes to zero on all the boundaries of the region, this last equation reduces to
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7nd°::e? ;x{ﬁrc) is eliminated between Eqs. (6.1.4 and 6.1.5) a second-order differential equation for o:
s obtaine
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It is instructive to look at Eq. (6.1.6) under different 1imiting conditions. First consider the
simplest 1imiting condition when the mean wind and turbulence quantities are homogeneous, and the
gravitational term is negligible. In this limit
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which is satisfied by the expression

. A
o = 2 E ujujt (6.1.8)
since
aC
Xj = )= - §jj <> (6.1.9)
< dXJ J

Equation (6.1.8) corresponds to the classic constant diffusivity solution with K = (4/3)Aq and the plume
spreading as t1/2,

The initial time behavior of dispersion from a point source does not generally agree with that given
by Eq. (6.1.8) even when the ambient atmospheric turbulence is stationary and homogeneous.
Deardorff {1978) noted that there is an explicit dependence of A/q on time after release whether closure
is made at first, second, or third order. In order for the q and A in the last term in Eq. (6.1.5) to be
the same characteristic velocity and length scale as utilized for the ambient atmospheric turbulence, it
is necessary for the plume spread to be larger than the ambient atmospheric turbulent length scale. This
is generally not the case in the initial stages of a release. When the plume spread is less than the
length scale of the most energetic turbulent eddies, then both the velocity and length scale of the plume
may be significantly smaller than the comparison scales for the turbulent velocity field. Lewellen and
Teske's (1976) approach to this difficulty was to take the plume turbulent scale proportional to the
spread of the species plume

Ay = do (6.1.10)
subject to the constraint
Ay < Ay (6.1.11)

The proportionality factor d is a model input coefficient of the order of 1. To set the plume velocity
scale gy, they assumed that most of the interval between Ay and A, would fall within the inertial subrange
of the gurbulent kinetic energy spectrum so that the rate of energy dissipation is constant as the energy
cascades from the larger eddies to the smaller. From Eq. (2.3.5) energy dissipation is modeled as

e . 2 (6.1.12)
A
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Equation (6.1.7) can then be written as
Y 1/4
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The late~time plume is appropriately described by Eq. (6.1.8), but in the initial phase when Ap/a¢ << 1,
the last term in €q. (6.1.14) can be neglected and

of = ujuyte (6.1.15)

This corresponds to the early time behavior predicted by statistical theory (Pasquill, 1974). Thus
Eq. (6.1.7) provides a smooth transition from hyperbolic, wave-1ike dispersion of the plume when the plume
spread is very small compared to the turbulent scale, to simple parabolic diffusion when the plume is
large enough to contain the motion of the most energetic eddies.

The influence of buoyancy enters dispersion in two ways. First it has a strong effect on the
turbulent velocity components., But as seen in Eq. (6.1.6), 1t also has a separate effect depending upon
the covariance between the temperature and the species concentration.
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To exhibit the influence of the buoyancy term more clearly, let us consider dispersion in the free
convection layer in the absence of any mean velocity. Then the equation for the vertical flux of any
species Eq. (2.3.4) may be written as

€ g _ 9 awc \  Agp —
TWC = -wW T v T cb 4+ ove T Qg Ap T -2 (6.1.16)
it 3z N az 3z Ay

In the absence of significant diffusion contributions from the third term on the r.h.s. of Eq. (6.1.16), a
Zero occurring in wc in coincidence with a zero in 3C/3z cannot be maintained unless the buoyancy term is
also negligible. Conversely, it is possible for a vertical gradient in mean concentration to be
maintained in response to the buoyancy term even in the absence of any vertical species flux. If the
covariance of species and temperature is positive then Eq. (6.1.16) shows that a positive 3aC/3z can be
maintained while a negative covariance would lead to a negative 3C/3z. A pulsed surface release into the
free convection layer should yield a positive Cu and consequently a positive 3C/ez in the immediate
vicinity of a nonabsorbing surface. This leads to the position of the maximum mean concentration rising
from the surface, as observed in Figure 6.1.1 experimentally by Deardorff and Willis (1974), and in
Figure 6.1.2 as numerically calculated by Lewellen and Teske (1976). Conversely, a pulsed release near
the top of the convectively mixed layer will yield at least a temporary negative cu and the position of
the maximum concentration will tend to fall. Such a behavior cculd not be predicted by a two-equation
turbulence model as long as

—_ aC
~ = 6.1.17
we qAaz (6.1.17)
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Figure 6.1.1 - Centerline concentration isopleths

downwind of a continuous point-source release into a

free convective layer; the results of Experiment A

of Deardorff and Willis (1974;.
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Figure 6.1.2 - Ensemble average of the centerline

concentration isopleths downwind of a continuous

point-source release into a free convective layer, as

calculated by Lewellen and Teske (1976).
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The popular Gaussian plume models described by Turner (1980) depend upon an empirical soiution to
Eq. (6.1.6). The spread o is generally tabulated as a varying power-law of t (or x) for five different
stability classes. Some of the better methods provide for allowing at least the horizontal variance to be
directly measured at the site. Equation (6.1.6) appears to potentially provide the basis for using
turbulence data measured at the specific site of a release for predicting the dispersal of that plume
downwind of the site.

Sample second-order closure calculations of dispersion within the atmospheric boundary layer have
been made by Lewellen and Teske (1975, 1976a and b), Yamada (1979a), and Teske, et al. (1978), but no
rigorous comparisons with data have been made. Comparisons between calculations and observations of real
field data are compounded by the fact that the model provides a simulation of the ensemble average plume
while the field observation provides one specific realization from a number of different plumes which
might be members of the simulated ensemble. These two should only be expected to coincide if (1) the
meteorology is sufficiently steady for the turbulence to be stationary, and (2) the time over which the
plume is averaged is long compared with the characteristic time of the large turbulent eddies. Such a
Tong time average over a stationary plume should approximate the ensemble average of a number of
individual plumes, each of which satisfy the same initial mean values. This combination provides a
stringent test for any data set. As seen in the earlier chapters, the first condition severely limits the
upper bound on the observation time, while the second pushes up the lower bound on the observation time.

As an example, consider the turbulence time scales 1likely to occur under unstable afternoon |
conditions. If the mixed layer height is of the order of 1 km, and w« is of the order of 1 m/sec, then
the time period for the rotation of such an eddy will be of the order of 1 hr. A time average of three
hours or more would be required to provide the equivalent of an ensemble average. Samples averaged over
times of one hour or less should be expected to show considerable variation from the ensemble mean value.
Some( indication of this difference can be obtained by calculating the plume concentration variances from
£q. (2.3.22)

ac2 ac? —— aC o acZ\ 2bsqc? ,
—4—— + UJ —_ = - Zujc —— vc ——* — - (Z.J-ZZ)
at axJ- axj dXJ' ax;j Ac

Numgrous efforts._currently underway, to evaluate the accuracy of existing dispersion models
(e.g., Hilst, 1978; Hilyer, et al. 1979; Ruff, et al. 1979; Londergan, 1980; Fox, 1981; and Pepper,
ml% may lead to the incorporation of some type of variance estimates in a new generation of dispersion

els.

6.2. Wind Shear Pround A‘rports

Wind shear and turbulense. var-cicuiarly at the lower altitudes, has been identified as, at least, a

contrjbuting factor ic a rumber of different aircraft accidents occuring during either takeoff or landing.

Flowfield models such as thcse iscussed in the preceeding five chapters are useful in evaluating the

potential hazard presented ny wind shear and turbulence under different conditions. A second-order

closure model of the atmospheric boundary layer has been used to define the bounds on low-level wind shear

. under different cunditions (Lewellen and Williamson, 1976). and to investigate the conditions existing at
b the time of a nunber of accidents (Williamson, et al. (19/7).

Even within a one-dimensional approximation there are a rich assortment of possible wind and
turbulence profiles. A rough summary of the turbulence intensity for different conditions is shown in
Figure 6.2.1. Refer to Table 6.2.1 for the key to the different conditions. The turbulence is normalized
by the maximum wind velocity between the ground and 1 km and plotted as a function of stability. As
indicated in Chapter 3, it is not possible to reduce the detailed influences of stability to a single
parameter. But for purposes of indicating only the rough dependence of stability, we have chosen a single
parameter which does partially combine the influence of the surface heat flux, which controls stability in
the surface layer, and the influence of the upper-level potential temperature gradient, which influences
the elevation of the inversion layer which caps the boundary layer. This parameter is a bulk Richardson
number based on the velocity and potential temperature differences between the surface and 1 km. The
hysteresis loops presented for the different periodic cycles considered indicate the type of scatter to be
expected in attempting to predict the fluctuations in this manner, As the bulk Richardson number
approaches -=, corresponding to free convection, the normalized q will approach =, On the stable side,
increasing Rif(moc) tends to decrease the normalized q whether the increase in stability is caused by
increased surface cooling or a decrease in the upper-level inversion height.

A similar rough summary of the maximum wind shear occurring at or above 10 m altitude in the boundary
layer is gfven in Figure 6.2.2. There is a fairly consistent trend of increasing shear with increasing
stability, although there is a relatively strong influence of thermal wind which tends to mask this trend
to some extent. The normalization of q by the maximum velocity within the layer tends to roughly
compensate for the thermal wind influence in Figure 6,2.1. Of course, the wind shear in a profile at a
given time cannot be characterized by a single number. The actual changes in airspeed which an aircraft
will encounter, will also depend on the vertical depth over which this large shear exists. This must be
determined by looking at the detailed profiles. Figure 6.2.2 does indicate the rough rule of thumb that
as elther horizonta) temperature gradients increase or vertical, stable, temperature gradients increase,
problems with wind shear may be expected to increase.
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Figure 6.2.1 - Summary plot of normalized total
velocity fluctuation as a function of the bulk
Richardson nunber between the surface and 1 km
altitude. Numbers refer to Table 6.2.1.
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Figure 6.2.2 - Summary plot of maximum wind shear at
or above 10 m altitude as a function of the bulk
Richardson number between the surface and 1 km
altitude. Numbers refer to Table 6.2.1.
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Table 6.2.1. Key for summary plots (Figures 6.2.1 and 6.2.2).

1 For the conditions corresponding to Figures 4.1.2 and 4.1.3
4 For the conditions corresponding to Figures 4.2.1 and 4.2.2
5 Same as 4 but My increased from 1.25 to 10

6 Same as 4 but upper level lapse rate increased from 3°C/km

to 6°C/km

7 Neutral steady state (Ry = 10%)

8 Neutral steady state (Ry = 10%)

9 Neutral steady state (Ry = 107)
10 Stable atmosphere (Rg = 100, Ri(10) = 0.014)
11 Stable atmosphere (Rp = 105, Ri(lo) = 0.0036)
12 Stable atmosphere (Rg = 10s, Ri(10) = 0.047)

13 Unstable atmosphere (Rg = 105, Ri(w) = -0.013, z,-f/Ug = 0.22)
14 Unstable atmosphere (Rg = 105, Ri(1p) = -0.035, 2j/Ug = 0.17)

In general, the wind shear decreases with altitude in the lower portion of the boundary layer. This
is shown in Figure 6.2.3 to supplement the summary information in Figure 6.2.2. The solid curve shows the
distribution of wind shear with altitude for the neutral, barotropic distribution of Figure 3.2.1. The
bars represent the change in wind shear caused by two orders of magnitude change in Ro. The dashed curves
represent the bounds in the variation of wind shear caused by expected values of Ri. In dgeneral,
increasing Ri will tend to increase wind shear, as seen in Figure 6.2.2, but the minimum wind shear need
not coincide with the minimum Ri due to hysteresis effects. Baroclinicity also will, in general, increase
wind shear. It is not possible to correlate the variations indicated in Figure 6.2.3 with time of day.
Nocturnal hours do tend to be more stable (Ri > 0) and afternoon hours more unstable (Ri < 0}, but the
baroclinicity is associated with changing weather and does not correlate with time of day. A companion
curve like Figure 6.2.3 for the turbulence intensity as a function of altitude would be too misleading,
since there is no consistent trend of turbulence intensity with altitude over parameter space. Under
stable conditions, the turbulence will decrease with altitude, but for unstable conditions at low levels,
it will increase with altitude.
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Figure 6.2.3 - Summary piot of wind shear as a function of altitude showing the influence
of the expected range of variations in Ro, Ri and M.

Many cases in nature, where wind shear and turbulence are a problem to aviation, are further
complicated by the added dimensionality of the phenomena. For example, the strong downdraft associated
with flow from a thunderstorm discussed in Section 5.3 presents a horizontal wind shear which can be
extremely hazardous. A slender downdraft can persist to a low altitude and create an outflow which has
horizontal wind speed changes in excess of 30 m/sec within a few kilometers. Figure 6.2.4 shows the
relation of a thunderstorm downdraft, as deduced by Fujita and Caracena ([977), to an Eastern Airlines
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afrcraft on its fatal final approach to JFK June 24, 1975, Analysis of the flight recorder data indicated
that the combination of the downdraft and the sharp change in horizontal wind speed resulting from the
outflow from the downdraft were sufficient to cause the crash approximately 1 km short of the runway. The
relative contributions of the negative vertical windspeed and the sharp dropoff in the speed of the
horizontal head wind are subject to question. McCarthy, et al. (1979), argue that the most critical wind
shear is the change in the horizontal wind speed on a time scale of the order of the period of the phugoid
oscillation for the particular aircraft.

Figure 6.2.4 - Paths of 14 aircraft in 25 min at JFK Airport on 24 June, 1975, as analyzed by Fujita and
Caracena (1977). Each path was shifted toward the WNW at 15 m s-1 (30 kt) to convert the time into the
space relative to the spearhead echo. The echo, as seen by the Atlantic City radar, was 32 km (20 mi)
long and 13 km (8 mi) wide, covering the entire area between LOM (Localizer Outer Marker) and the north
end of runway 22-L. There were downburst cells (DBCs) along the south edge of the spearhead echo. Five
aircraft took off inside the sea breeze without being affected by downbursts.

The strongest wind shear conditions associated with a thunderstorm downdraft will occur under the
center of a relatively small diameter downdraft. Fujita (1980) calls such an intense narrow downdraft a
“downburst" or "microburst”. The downdraft needs to be sufficiently large that the core can penetrate to
the surface before the potential temperature defect is eroded by turbulent mixing, yet sufficiently narrow
’ that the maximum radial outflow occurs at a small radius. Under these conditions the horizontal wind
shear will scale as [gM/Toh]“2 where Ao is the potential temperature defect between the core of the
downdraft and the s. -ounding ambient air, and h is the height from which the downdraft originates.

The gust front which may emanate for some distance from the downdraft presents a related, but
somewhat different wind shear hazard (Goff, 1976). A detection system based on identifying the pressure
signal occurring at the surface under such a discrete feature has been developed by Bedard, et al. (1979).
Figure 6.2.5 compares a pressure trace they observed at Dulles Airport with the pressure pulse associated

()
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Figure 6.2.5 - Pressure field beneath a thunderstorm downdraft:
(a) as measured on 26 June 1978 by Bedard, et al. (1979); and
‘o (b) as given in numerical simulation by Teske and Lewellen (1978).
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with the model simulation discussed in Section 5.3. The traces are quite similar. In both cases there is
a small rise followed by a smal) drop preceeding the main pressure pulse.

The results of model studies such as those discussed herein can provide a physically consistent set
of wind and turbulence profiles which may be used to help understand what meteorological conditions lead
to hazardous low-level wind shear and turbulence profiles, and to provide model inputs into flight
simulators for pilot training. The physical constraints provided by the conservation equations shouid
provide a valuable supplement to simulator models based on correlations of empirical data (e.g., Frost,
Camp and Wang, 1978).

6.3. Refractive Index Fluctuations

Turbulent fluctuations in temperature and humidity force fluctuations in the atmospheric refractive
index which can interfere with coherent propagation of optical, microwave, or acoustic radiation. These
effects, although generally detrimental to communication systems, have formed the basis for remote sensing
of the atmosphere. A brief review of the rapidly expanding use of these remote sensors in boundary layer
meteorology is given by McBean, et al. (1979). Engineers dealing with either their beneficial results or
;:heir interference effects need methods for calculating these fluctuations in the atmospheric boundary
ayer.

The reflectivity of a distributed source is proportional to the refractive index structure function
defined as (Tatarskii, 1971)

¢ - Ln(x) - n(xen)]? (6.3.1)

YE

where n is the index of refraction, r is the separation distance and the overbar denotes an ensemble
average. For many applications of interest in the atmospheric boundary layer the scattering length of the
propagating wave of interest will fall within the inertial subrange scale of the turbulent spectrum Within
this subrange where essentially isotropic turbulence exists, Cf, will be independent of r.

The basic turbulent correlations predicted by a model such as the one given in Section 2.3 can be
used to predict the refractive index structure function, Cﬁ. The combzination of primary variables,
temperature and humidity variances and covariances required to compute Cn depends upon the wavelength
being refracted. A formula for cm-wavelength radar was derived by Lewellen and Teske (1975)

z TS A W _
c"(radar) 7.3 x1073 A JT" 1+ T oy by 2 1+ I (0.61T4 + HB) wyh

+ [sz + (1 + %ﬂ) [(o.sn.)" + 2(0.511.)3]] X3 (6.3.2)

where B = 7,730, p is in atmospheres, T is temperature in °K and H is water vapor mixing ratio. The
dominant term in this equation for moderately moist boundary layers is proportional to the humidity
fluctuations. Fluctuations in the mixing ratio of the order of a fraction of a gram/Kg across a turbulent
layer of the order of ten meters thick are detectable by sensitive radars.

The corresponding formula for optical radiation is

2z -3 pv2/3 p? 0—6 nz m )
C"(optical) 7.5 x1072 A 12 {72 + 0.127H¢ - 0.712 12 (6.3.3)

Expressions for acousticzradiation, as well as optical and microwave, have been given by Wesely (1976).
Hls expressions relate C, to the individual temperature and water vapor pressure structure parameters, C¥,
Ce, and Cat. His expression for radar is slightly different than that given in Eq. (6.3.2) since he does
not include the influence of a mean humidity level, which may be important in the marine boundary layer.
Figure 6.3.1, taken from Burk (1981) gives the results of a calculation of C2 throughout the planetary
boundary tayer using a model (Burk, 1977, 1980) similar to the one-dimensional model presented in
Chapters Il through IV,

Figure 6.3.1 also includes the mixed layer scaling variation for C3 given by wWyngaard and
Lemone (1980) along with their data collection. They also provide scaling relations for the structure
functions in the immediate nefghborhood of the inversion based on Deardorff's (1979) idealization of the
structure of the interfacial layer defined as the region between the height at which the virtual potential
flux first goes to zero and the height at which all the turbulence gquantities vanish, These expressions
may be written as:

™
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CH = 2/3 py

Al v
2 o v (6.3.5)
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Coy 0 = 2273 (636

where sH and sv, are the changes in moisture and virtual potential temperature across the inversion,
These relations appear to depend upon the dynamics of the inversion layer being strongly coupled to the
surface dynamics through the parameters zj and oyx. This need not always be the case. We may expect the
turbulence in the inversion to often be driven by local internal wave breaking.
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Figure 6.3.1 - Humidity structure function

comparison by data and model simulation as given by

Burk (1980). Data collection and dashed line, the

mixed layer scaling prediction, from Wyngaard and

l].?mone (1980). Upper scale applies only to solid
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Figure 6.3.2 gives the contours of Cg predicted to be associated with the simulation given in
Section 5.2 for one set of conditions. (Sea surface temperature = 20°C, Ug = 10 m/sec, « = -10,
23/L = -10, as/az (above mixed layer) = 0.01°/m, He = 2.5 g/Kg.) This figure shows that the highest
values of C,‘, occur near the surface and in the vicinity of the inversion in agreement with the
one-dimensional simulation, but there is also considerable variation across the roll., The large values
near the inversion are localized in the region of the rolls where the updraft of moist air interacts most
strongly with the dry air above the inversion, Under such conditions the radar return can show the
convective streets exemplified in Figure 6.3.3,

The combination of remote sensors capable of looking in great detail at the structure within the
atmospheric boundary layer and models able to calculate the turbulent dynamics seen by these sensors
should greatly improve our understanding of the rich variet{ of fluid dynamical structures which occur
particularly in the neighborhood of the top of the boundary layer.




68

6.4.
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Figure 6.3.2 — Contours of the radar refractivity structure function (CZ)
within the roll vortices predicted by a model run with

T(sea surface) = 20°C, Uy = 10 m/sec, z,/L=—10, a = —10°,
36/9z2(above inversion) = 0.01 C/m, Ah (inversion} = 2.5 g/Kg.
Contours labeled n denote 2{n—7) x 1072 5o that there is a factor

of 2 difference between each of the contours.

Figure 6.3.3 - PPI photograph taken with an S-band
radar at Wallops Island showing aligrment of
convective cells at the top of the mixed layer.
(Konrad, 1970).

Ory Deposition

The final application considered here is that of the deposition of a trace species from the

atmosphere to the surface. This is important to the depletion of plumes transported over long distances.

Deposition s the negative of surface evaporation, a phenomenon of utmost importance to agricultural

meteorologists, For common {industrial pollutants, approximately half of the pollutant is eventually

transported to the surface directly by dry deposition with the rest of it washed out of the air by

e:eci:;pit:t:o:. blI'D\us dry deposition ts an important component of what has become popularly known as the
cid rain” problem.
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A number of reviews of deposition have been made (e.g., Sehmel, 1980; Slinn, 1976; Chamberlain,
1979; and McMahon and Denison, 1979). In spite of the relatively large amount of data accunulated, the
data can rarely be reliably extrapolated to general field conditions, due either to insufficient
documentation of the ambient conditions for the experiment, or to modeling deficiencies. Our aim in the
present section is to highlight some of the reasons for the uncertainties surrounding deposition values.

Gaseous and particulate removal rates from a polluted atmospher~ *5 environmental surfaces
historically have been reported as deposition velocities, vq, defined ¢ +e flux to the surface wc|y
divided by the airborne concentration, C, i.e.,

vg = -wc|g/C(2) (6.4.1)

Since a concentration gradient is necessary to deliver a flux to the surface (except in the nominal case
of simple gravitational settling of large particles), vq is necessarily a function of the height at which
the normalizing concentration is measured. Figure 6.4.1 gives the deposition velocities tabulated by
Sehmel (1980) for a number of different surfaces as measured for one particular species. Dry deposition
involves such diverse phenomena as leaf chemistry, plant structure, land use as well as all the factors
involved in the turbulent transport of mass and momentum discussed in Chapters 1 through 5. It is more
convenient to deal with the resistance of the surface layer to deposition which is defined as the
reciprocal of the deposition velocity,

Rg = vg' (6.4.2)

This concept has the advantage that it can conveniently be divided into the resistance of the various
layers through which the species of interest must pass to reach the surface.
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Figure 6.4.1 - lodine deposition velocity summary as given by Sehmel (1980). Reference
nunber refers to Sehmel's tables.

When the boundary layer is divided into four different regions as shown in Figure 6.4.2, the total
resistance to deposition 1is the sun of resistance presented by each separate region plus a fifth
resistance due to absorption or reaction at the surface.

va = (Ry+R,+R,+R, +Rg"} (6.4.3)
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Figure 6.4.2 - Four different regions of the
planetary boundary layer for study of the aerodynamic
resistance to S0, deposition,
For flow over a s surface, Region 3, the canopy, does not exist and Ry = 0. When a vegetal canopy
exists at the < .e, the effective surface area is increased, and R, is decreased and may be

incorporated within R3. A fifth resistance, a surface chemical or biological resistance, must be added to
the four aerodynamic resistances in the most general case. Each of these layers can be considered
separately.

The contribution, R,, from Region 1, the outer boundary layer, can generally be neglected because the
height at which the deposition velocity is generally desired falls within the surface layer covered by
Region 2. If the contribution is desired, then the methods discussed in Section 6.1 need to be applied.

The resistance for Region ¢ can be obtained directly from ¢y, discussed in Section 3.1, since the
normalized species gradient is assumed to be the same function of z/L as the normalized temperature
gradient. This assumption is based on the similarity of the fundamental heat and species diffusion
equations. From Eqs. (6.4.1 and 6.4.2)

A o d
R, = */ S 2 (6.4.4)

Ku» 2
Zh

This integral was given in Eq. (3.1.4) for unstable conditions and in Eq. (3.1.11) for stable comditions.
For neutral conditions it reduces simply to

075 W2 (6.4.5)
Ku zZp

R, =

The departure of the resistance as a function of height and stability from the log variation is given in
Figure 6.4.3. The figure shows a strong effect of both stability and height on deposition during stable
conditions and very little effect during unstable conditions.

The smooth surface resistance is determined by the Schmidt number, v/Ks, Of the species diffusing in
air, varying approximately as (v/Kc)2/3, For real surfaces covered vrltﬁ some form of vegetation, this
must be combined with a canopy moael. such as discussed in Section 3.6, to model the resistance to
deposition within the canopy. Figure 6.4.4 shows the sensitivity of the resistance of a typical forest
canopy with respect to three important variables according to the model presented by Lewellen and Sheng
(1980a). Everything else being equal, the canopy resistance to deposition decreases as the laminar
diffusivity of the depositing species increases, as the ratio of the plant leaves' wetted area to the
frontal area projected into the wind increases, and also with increasing wind speed,
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Figure 6.4.4 - Gaseous deposition velocity at the top
of the summer forest as a function of three variablgs
(Lewellen and Sheng, 1980a). Plant area index = 3,
wet foliage, neutral stability.

(a) As a function of Schmidt number (uzp = 5 m/sec,
Ay/A¢ = 10, u, = 70 cm/sec).
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Figure 6.4.4 - (b) As a function of leaf wetted area
to frontal area (D/v = 1, upp = 5 m/sec).
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Figure 6.4.4 - (c) As a function of wuzp (D/v=1,
Ag/Ag = 10).

Different component resistances will be important in Eq. (6.4.3) under different conditions,
Representative estimates for some of the terms under various conditions are given in Table 6.4.1, There
are certain conditions where any .ne of the individual resistances may be the dominant one. In view of
Eq. (6.4.3) and Table 6.4.1, it should not be surprising that such a large scatter in numerical values of
deposition velocity exists as given in Figure 6.4.1 for a single species. It {is also clear that models
which parameterize deposition velocity as constant for a particular species are subject to large errors,
An attempt at a more detailed parameterization is given by Lewellen and Sheng (1980a).




Table 6.4.1.

(1) Aerodynamic
turbulent

(R, +Ry)

(2) Laminar
sublayer

(R3 + R4)

3) Surf
3 (f;ra§82§5

terms in Eq. 5.4.3.

Representative values of deposition resistance

(sec/cm)
Minimum Low Typical High Max imum
0.05 0.2 1 i 100
Unstable Modest Light Stable winds Light
flow over neutral neutral stable
rough winds winds winds
surface
0.01 0.1 1 20 1000
Gas species Gas species 0.01 um 0.5 um 0.5 um
transferred transferred particles particles particles
to pine to smooth on pine deposited on deposited
forest surface forest pine forest on smooth
under moderate surface
wind conditions
0.02 0.2 0.5 ] 10
(Water) (Calcarious (Grass or (Pine with (Pine
soil wheat) open stomata) with
closed
stomata)
i
AR I
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VII. Concluding Remarks

Rapid improvements in techniques for predicting the dominant processes in the lower atmosphere may be
expected over the next few years due to the fortunate combination of the availability of improved
instrumentation for probing this layer, the availability of turbulent transport models for analyzing the
sensitivity of turbulent transport in this region to particular variables, and the probable availability
of continued funding due to the recognition of the importance of transport in this layer to a number of
engineering applications.

A variety of remote sensors based on radio, optical or acoustic techniques are currently being
tested. As some of these prove their ability to give good spatial and temporal resolution at a relativel
inexpensive unit cost per observation, new applications will be found. The Phoenix Project (Hooke, 1980
is an example of the type of projects which may be expected to play a key role in this development. The
interaction of modeler and observer is important to both. Although it is generally recognized that the
modeler must have empirical inputs for model development and evaluation, it is equally true that the giant
data bases generated by observational programs need inputs from models for guidance in determining which
parameters are most critically needed. It is only slightly wastefull when extraneous information is
collected and filed, but much more inefficient when the absence of an important variable severely limits
the utility of a large data set. Progress is most efficient when there is continued iteration between
model formulation and observational testing to determine the model's deficiencies and supply the empirical
information needed for improved model parameterization.

Some of the major applications expected to provide the support to drive the continued development of
transport modeling in the lower atmosphere have been discussed in some detail in the previous chapter.
There are many other areas which may contribute to this support, since they will certainly benefit from
the expanded capabilities. These run the spectrum from agricultural planning to zeppelin operations.
Some areas which may be expected to have a particularly strong interaction with our increasing knowledge
about turbulent transport in the lowest 1 km of the atmosphere are represented in the two volume
Proceedings of the 5th International Conference on Wind Engineering (Cermak, 1930). Another area where
improved understanding of the boundary layer should reap substantial dividends is in the parameterization
of surface influences in large-scale weather forecasting models (Driedonks and Tennekes, 1981). Perhaps
the strongest impetus to improved prediction techniques may come from the military. Not only is there the
direct requirement of forecasting the natural micrometeorological environment in which men and weapons are
called to operate, but there is the potential use of tactical modifications to this environment.

Many important problems fall under the area of the interaction between energy conversion and the
environment. The dispersal of the residue from a coal-fired power plant is an obvious exampie. Less
obvious are such things as the impact of the accuracy of dispersal models on emergency planning around
nuclear power plants; the possible adverse impact of cooling towers, or ponds, on local fog episodes;
and the impact of improved estimates of surface transfer coefficients on questions surrounding the global
atmospheric buildup of CO, as a limit to our use of fossil fuels. The strong interaction extends into the
areas of renewable energy sources and energy conservation. The choice of windmill sites and modes of
operation depends on knowledge about the wind behavior close to the surface. The maintenance of active
solar energy conversion systems depends on wind damage and dust erosion. Architects are recognizing the
influence of siting and landscaping on heating and cooling requirements for buildings.

Many applications could profit from a regional boundary-layer meteorological wmodel based on inputs
from regular weather forecasts along with local topographic features, and local sources and sinks of
thermal energy, humidity, and effluents of particular interest. Some research models currently are
attempting this (e.g., Pielke, 1974; Tapp and white, 1976; and Anthes and Warner, 1973). One model
(Long and Shaffer, 1975) attempts this on an operational basis, but on a relatively large grid (80 km
between horizontal grid points) so that micrometeorological features cannot be resolved. Advancements in
three specific areas are needed to make such a regional model an attractive possibility. First, efficient
algorithms for providing sufficient physical constraints must be developed to allow relatively fine mesh
calculations at reasonable costs. Second, and perhaps most difficult, is the problem of supplying
boundary conditions with adequate resolution in time and space to drive the model. Finally, there is the
requirement of processing the large flow of output data in a useful manner for prospective users.
Continued reductions in unit computing costs contribute to a high probability of solving the first and
third of these, but there is no assurance as to how well the second can be solved. The challenge of
following the flow in real time is to provide select data such as might be available from meteorological
stations within the domain or satellite remote sensing to supplement the sparse boundary data as proper
constraints on the flow. The forecast capability involves this plus the basic question of the limits to
predictability in a turbulent atmosphere as discussed by Haltiner and Williams (1980).
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